20
Array Design Methods

20.1 Array Design Methods

As we mentioned in Sec. 19.4, the array design problem is essentially equivalent to the
problem of designing FIR digital filters in DSP. Following this equivalence, we discuss
several array design methods, such as:

1. Schelkunoff’s zero placement method

2. Fourier series method with windowing

3. Woodward-Lawson frequency-sampling design
4. Narrow-beam low-sidelobe design methods

5. Multi-beam array design

Next, we establish some common notation. One-dimensional equally-spaced arrays
are usually considered symmetrically with respect to the origin of the array axis. This
requires a slight redefinition of the array factor in the case of even number of array
elements. Consider an array of N elements at locations x,; along the x-axis with element
spacing d. The array factor will be:

A(Qb) — Z amejkxxm — Z amejkxm cos ¢
m m
where ky = kcos ¢ (for polar angle 60 = 1r/2.) If N is odd, say N = 2M + 1, we can
define the element locations x,, symmetrically as:
Xm = md, m=0,+1,+2,...,=M

This was the definition we used in Sec. 19.4. The array factor can be written then as
a discrete-space Fourier transform or as a spatial z-transform:

M M
A) = > ame™ =ag+ > [ame/"“” +a,me’f”“”]
—1

(20.1.1)

m
M M

Az) = > amz™=ao+ > [amz™ + a-mz ™)
- m=1
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where ¢ = kyd = kd cos ¢ and z = e/¥. On the other hand, if N is even, say N = 2M,
in order to have symmetry with respect to the origin, we must place the elements at the
half-integer locations:

M
Ap) = > [ame"(’"*”z)‘”+a,me’~"(’”*1/2)w]
(20.1.2)

M
A(z) = > [amzm‘”2 +a,mz"(m‘”2)]

3
I

In particular, if the array weights a,, are symmetric with respect to the origin, a, =
a_m, as they are in most design methods, then the array factor can be simplified into
the cosine forms:

M
A(P)=ao+2 > amcos(my), (N=2M+1)
v (20.1.3)
AW)=2 3 amcos((m-1/2)y)), (N =2M)
m=1

In both the odd and even cases, Egs. (20.1.1) and (20.1.2) can be expressed as the
left-shifted version of a right-sided z-transform:

N-1
A(z)=z WV2A(z)=z7N-D2 X 4,2 (20.1.4)
n=0
where a = [ag, d1,...,dN-1] is the vector of array weights reindexed to be right-sided.
In terms of the original symmetric weights, we have:
ldo,d1,...,an-11= [a-m,...,a-1,a0,a1,...,amn], (N =2M+1)
. . (20.1.5)
[do,dy,.--,dn-1]1= [a-m, ..., a-1,a1,...,aum], (N =2M)

In time-domain DSP, a factor of z represents a time-advance or left shift. But in the
spatial domain, a left shift is represented by z~! because of the opposite sign convention
in the definition of the z-transform. Thus, the factor z~™V~1/2 represents a left shift by
a distance (N — 1)d/2, which places the middle of the right-sided array at the origin.
For instance, see Examples 19.3.1 and 19.3.2.

The corresponding array factors in (/-space are related in a similar fashion. Setting
7z = e/¥, we have:

N-1
A(Y)= e"j"’(N‘”/ZA(Lp): e JWN-1)/2 Z dnein? (20.1.6)
n=0
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Working with A (y) is more convenient for programming purposes, as it can be
computed by an ordinary DTFT routine, such as that in Ref. [49], A(([J) = dtft(a, —y).
The phase factor e /% (N-1)/2 does not affect the power gain of the array; indeed, we
have |A (@) |2 = [A(y)|* = |dtft(a, ) |2

Some differences arise also for steered array factors. Given a steering phase o =
kd cos ¢, we define the steered array factor as A’ () = A (¢ — @y). Then, we have:

A (@)= Ay — @)= e T W VI NTDRA (g — o) = e TV INTURZ A (y)

It follows that the steered version of A () will be:

‘A'(l[!): eIVOIN-D12 3 (g — ) (20.1.7)

which implies for the weights:

|dy = Gpe oD [0 N (20.1.8)

This simply means that the progressive phase is measured with respect to the middle
of the array. Again, the common phase factor e/¥0(N-1)/2 j5 ysually unimportant. One
case where it is important is the case of multiple beams steered towards different angles;
these are discussed in Sec. 20.14. In the symmetric notation, the steered weights are as
follows:

Ay = ame™ ™M, m=0,%1,%2,...,+M, (N=2M+1)
. (20.1.9)
Ay = Auge™M=V200 =12 M, (N =2M)

The MATLAB functions scan and steer perform the desired progressive phasing of
the weights according to Eq. (20.1.8). Their usage is as follows:

ascan = scan(a, psi0);
asteer = steer(d, a, phO);

% scan array with given scanning phase (/¢
% steer array towards given angle ¢

Example 20.1.1: For the cases N = 7 and N = 6, we have M = 3. The symmetric and right-
sided array weights will be related as follows:

a = [do,dy,d»,as, s, ds,del= [a-3,a-»,a-1,a0,a,az,as]

a = [do,dy,d»,ds,d4,d5]= [a-3,a-2,a-1,a1,a»,a3]

For N = 7 we have (N —1)/2 = 3, and for N = 6, (N —1)/2 = 5/2. Thus, the array
locations along the x-axis will be:

xm = {-3d, —2d, —d, 0, d, 2d, 3d}
5 3 1 1 3 5
Xm = {*Ed, *Ed, *Ed, Ed’ Ed, Ed}
Eq. (20.1.4) reads as follows in the two cases:

A(z)=asz3+asz%+a 1z +ap+ a1z + az? + azz°

=z3%as+az+a,z° +aoz’ + a\z* + ax2° + a32%] = z %A (2)

A(z)=a 3z +a ,z73"% +a,z7V? + a1 2'? + ax 2% + a3 2°7?

=z%?las+a,z+a 2> +a\2° + ayz* + a32°] = 2772 A(2)
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If the arrays are steered, the weights pick up the progressive phases:
j3 j2 j —ji —j2 -3
[a73ej wo, a72QJ llJoy aileﬂl}o, ao, ae Jll/o, a.e J llJoy ase J Wo]
= eV [a_y, a_re IV, a_ eV, goe=0, g e~ 40| g,e W0, gseIW0]
[a_3e3P0/2 q_,el3W0/2 q_ oW0/2 | g o iW0l2 q,e=i3W0/2 g, 0=i5W0i2]

— eJSlIJo/Z[a_3, a_zefjlﬂo’ a_lefzjlllo, a]e*3jlﬂ0’ aze*ﬂlﬂo, a3e*ﬁlpo]

where (/o = kd cos ¢y is the steering phase. ]

Example 20.1.2: The uniform array of Sec. 19.7, was defined as a right-sided array. In the
present notation, the weights and array factor are:

P - 1 -
a:[a(]yal:---:aN—l]:N[lvl:---;l]v A(z)= =

Using Eq. (20.1.4), the corresponding symmetric array factor will be:

Alz)= S~ (N-D/2 § (2)= zf(Nfl)/leN -1 _ lzN/Z — gz N2
Nz-1 N zV2—-z7112

Setting z = e/¥, we obtain

(%)
(1)

which also follows from Egs. (19.7.3) and (20.1.6). m]

Ay)= (20.1.10)

20.2 Schelkunoff’s Zero Placement Method

The array factor of an N-element array is a polynomial of degree N — 1 and therefore it
has N — 1 zeros:

=D anz" = (z-21)(z-22)- -+ (2= zy-1) AN (20.2.1)
=0

By proper placement of the zeros on the z-plane, a desired array factor can be de-
signed. Schelkunoff’s paper of more than 45 years ago [1091] discusses this and the
Fourier series methods.

As an example consider the uniform array that has zeros equally spaced around
the unit circle at the N-th roots of unity, that is, at z; = e/¥i, where y; = 27i/N,
i=1,2,...,N — 1. The index i = 0 is excluded as z = 1 or (¢ = 0 corresponds to the
mainlobe peak of the array. Depending on the element spacing d, it is possible that not
all of these zeros lie within the visible region and, therefore, they may not correspond to
actual nulls in the angular pattern. This happens when d < A/2 for a broadside array,
which has a visible region that covers less than the full unit circle, ;s = 2kd < 2.
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Uniform Schelkunoff d = A/4 Schelkunoff d = A/8
AN AN
visible visible
© = 70108 region region

Fig. 20.2.1 Endfire array zeros and visible regions for N = 6,and d = A/4 and d = A/8.

Schelkunoff’s design idea was to place all N — 1 zeros of the array within the visible
region, for example, by equally spacing them within it. Fig. 20.2.1 shows the visible
regions and array zeros for a six-element endfire array with element spacings d = A/4
andd = A/8.

The visible region is determined by Eq. (19.9.5). For an endfire (¢pg = 0) array with
d = A/4 or kd = 11/2, the steered wavenumber will be ¢’ = kd(cos ¢ — cos ¢pg) =
(cos¢ — 1)11/2 and the corresponding visible region, —1t < ¢’ < 0. Similarly, when
d=A/8orkd = 1r/4,we have ¢’ = (cos ¢p —1) 11/4 and visible region, —11/2 < ¢’ < 0.

The uniform array has five zeros. When d = A/4, only three of them lie in the visible
region, and when d = A/8 only one of them does. By contrast Schelkunoff’s design
method places all five zeros within the visible regions.

Fig. 20.2.2 shows the gains of the two cases and compares them to the gains of the
corresponding uniform array. The presence of more zeros in the visible regions results
in a narrower mainlobe and smaller sidelobes.

The angular nulls corresponding to the zeros that lie in the visible region may be
observed in these graphs for both the uniform and Schelkunoff designs.

Because the visible region is in both cases —2kd < ¢’ < 0, the five zeros are chosen
as z; = e/¥i, where ; = —2kdi/5,i = 1,2,...,5. The array weights can be obtained
by expanding the zero factors of Eq. (20.2.1). The following MATLAB statements will
perform and plot the design:

d=1/4; kd=2%pi*d;

i = 1:5;

psi = -2*kd*i/5;

zi = exp(3*psi);

a = flipir(poly(zi));
a = steer(d, a, 0);

[g, ph] = array(d, a, 400);
dbz(ph, g, 45, 40);

The function poly computes the expansion coefficients. But because it lists them
from the higher coefficient to the lowest one, that is, from zV~! to 2, it is necessary to
reverse the vector by f1ip1r. When the weight vector is symmetric with respect to its
middle, such reversal is not necessary.
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Uniform, d = M4 Schelkunoff, d = /4
90° 90°

-90°

Schelkunoff, d = A/8

90°

-90° -90°

Fig. 20.2.2 Gain of six-element endfire array withd = A/4 and d = A/8.

20.3 Fourier Series Method with Windowing

The Fourier series design method is identical to the same method in DSP for designing
FIR digital filters [48,49]. The method is based on the inverse discrete-space Fourier
transforms of the array factor.

Egs. (20.1.1) and (20.1.2) may be thought of as the truncated or windowed versions
of the corresponding infinite Fourier series. Assuming an infinite and convergent series,
we have for the “odd” case:

A(w):ao+r}:[amemw’+a,meﬂmw] (20.3.1)
m=1

Then, the corresponding inverse transform will be:

m=0,+1,+2,... (20.3.2)

1 :
= —jmy
am = 3 Jl A(p)e dy |,
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Similarly, in the “even” case we have:

A(p)= Z [amej(m—l/z)w+aime—j(m—1/2)tp] (20.3.3)
m=1

with inverse transform:

1 (™ .
Aim = EJ A(p)eHm=12% gy m=1,2,... (20.3.4)
=TT

In general, a desired array factor requires an infinite number of coefficients a,, to be
represented exactly. Keeping only a finite number of coefficients in the Fourier series
introduces unwanted ripples in the desired response, known as the Gibbs phenomenon
[48,49]. Such ripples can be minimized using an appropriate window, but at the expense
of wider transition regions.

The Fourier series method may be summarized as follows. Given a desired response,
say A4 (y), pick an odd or even window length, for example N = 2M + 1, and calculate
the N ideal weights by evaluating the inverse transform:

aqg(m)= % L Agpye ™ dy, m=0,%1,...,+M (20.3.5)

then, the final weights are obtained by windowing with a length-N window w (m):
a(m)=w(m)aq(m), m=0,+1,...,+M (20.3.6)

This method is convenient only when the required integral (20.3.5) can be done ex-
actly, as when A4 () has a simple shape such as an ideal lowpass filter. For arbitrarily
shaped A4 () one must evaluate the integrals approximately using an inverse DFT
as is done in the Woodward- Lawson frequency-sampling design method discussed in
Sec. 20.5.

In addition, the method requires that A; (y/) be specified over one complete Nyquist
interval, — 1T < ¢ < T, regardless of whether the visible region ;s = 2kd is more or
less than one Nyquist period.

20.4 Sector Beam Array Design

As an example of the Fourier series method, we discuss the design of an array with
angular pattern confined into a desired angular sector.

First, we consider the design in -space of an ideal bandpass array factor centered
at wavenumber (/¢ with bandwidth of 2¢,. We will see later how to map these spec-
ifications into an actual angular sector. The ideal bandpass response is defined over
—17 < Y < 17 as follows:

VL Yo-yYr=yY =Yooty
ABP((’U)_{ 0, otherwise
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For the odd case, the corresponding ideal weights are obtained from Eq. (20.3.2):

1 WYot+Yp

1 (" . .
a (m)zfj App(y)e MV dy = — 1.eimv g
BP 2T )1t B (¥ v 21 WYo—Wp v
which gives:
agp (m) = e~Jmwo SWBI). o (20.4.1)
m™m

This problem is equivalent to designing an ideal lowpass response with cutoff fre-
quency @) and then translating it by Agp ()= Ap(P')= App (Y — Wo), where @’ =
Y — Yo. The lowpass response is defined as:

]-! —Wb = W' = Wb
0, otherwise

ALP(‘I/')={

and its ideal weights are:

sin(ypm)

arp(m) = 1 In A ((,U')e_jmw’dgl/' _ 1 I(m] 1 e—jmw’dwr —
P on ) 7 C2m )y,  mm

Thus, as expected, the ideal weights for the bandpass and lowpass designs are related
by a scanning phase: agp (m)= e "%oq;p(m).

A more realistic design of the bandpass response is to prescribe “brickwall” specifi-
cations, that is, defining a passband range over which the response is essentially flat and
a stopband range over which the response is essentially zero. These ranges are defined
by the bandedge frequencies /p, and s, such that the passband is [ — @] < @) and
the stopband | — @o| = Y. The specifications of the equivalent lowpass response are
shown in Fig. 20.4.1.

LAWY = A(w-yp)
ideal frequency
response [

|« stopband —»| +— passband — e Ay stopband

attenuation
‘ \—i;

1 ‘ : —» '
A
-, ey, ¥, "

Fig. 20.4.1 Specifications of equivalent lowpass response.

Over the stopband, the attenuation is required to be greater than a minimum value,
say A dB. The attenuation over the passband need not be specified, because the window
method always results in extremely flat passbands for reasonable values of A, e.g., for
A > 35 dB. Indeed, the maximum passband attenuation is related to A by the approxi-
mate formula Apass = 17.45 dB, where § = 1074720 (see Ref. [49].)

Most windows do not allow a user-defined choice for the stopband attenuation. For
example, the Hamming window has A = 54 dB and the rectangular window A = 21 dB.
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The Kaiser window is the best and simplest of a small class of windows that allow a
variable choice for A.

Thus, the design specifications are the quantities {p, s, A}. Alternatively, we can
take them to be {Y,, Ay, A}, where Ay = Y — Yy is the transition width. We prefer
the latter choice. The design steps for the bandpass response using the Kaiser window
are summarized below:

1. From the stopband attenuation A, calculate the so-called D-factor of the window
(similar to the broadening factor):

ﬂ, if A>21
D= 14.36 (20.4.2)
0.922, if A<?21
and the window’s shape parameter «:
0.1102(A — 8.7), if A>50
X = 0.5842(A — 21)94+0.07886 (A — 21), if 21 <A <50 (20.4.3)
0, if A=<21

2. From the transition width Ay, calculate the length of the window by choosing the
smallest odd integer N = 2M + 1 that satisfies:

21tD
AP = —— 20.4.4
() N-1 (20.4.4)
Alternatively, if N is given, calculate the transition width Ay.
3. Calculate the samples of the Kaiser window:
“m2/M2
wimy= Tolo L= m/ME) e (20.4.5)

Io () '

where I (x) is the modified Bessel function of first kind and zeroth order.

4. Calculate the ideal cutoff frequency Y by taking it to be at the middle between
the passband and stopband frequencies:

1
Wb =5 Wp+Ws)=@p+ S Ay (20.4.6)

N |~

5. Calculate the final windowed array weights from a (m)= w (m)agp (m):

a(m)=w(m)e-Imvo % , m=0,+1,...,+M (20.4.7)
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Next, we use the above bandpass design in (/-space to design an array with an angular
sector response in ¢-space. The ideal array will have a pattern that is uniformly flat over
an angular sector [¢y, ¢p21:

I, pr1<p=<d

0, otherwise

A(¢)={

Alternatively, we can define the sector by means of its center angle and its width,
¢e = (Pp1 + Pp2)/2 and ¢pp = P2 — ¢p1. Thus, we have the equivalent definitions of the
angular sector:

bo=(bied) b= b
= ) (20.4.8)
bp = P2 — $1 ¢2:¢C+§§bh

For a practical design, we may take [¢1, ¢p»] to represent the passband of the re-
sponse and assume an angular stopband with attenuation of at least A dB that begins
after a small angular transition width A¢ on either side of the passband.

In filter design, the stopband attenuation and the transition width are used to deter-
mine the window length N. But in the array problem, because we are usually limited in
the number N of available array elements, we must assume that N is given and deter-
mine the transition width A¢ from A and N.

Thus, our design specifications are the quantities {¢1, ¢p2, N, A}, or alternatively,
{pc, dp, N, A}. These specifications must be mapped into equivalent ones in -space
using the steered wavenumber ' = kd (cos ¢ — cos ¢y).

We require that the angular passband [¢1, ¢»] be mapped onto the lowpass pass-
band [-yp, Y] in Y'-space. Thus, we have the conditions:

Yp =kdcos Py — Yo
~@p = kdcos b — o

They may be solved for y, and y as follows:

Yp = %kd(cos ¢b1 — cos o)
| (20.4.9)
Yo = Ekd(cos @1 + cos )
Using Eq. (20.4.8) and some trigonometry, we have equivalently:
Yp = kdsin(d)c)sin(%)
(20.4.10)
Yo = kdcos(d)c)cos(%)

Setting Y = kd cos ¢, we find the effective steering angle ¢o:

cos g = cos(d)c)cos(%) =  ¢o = acos(cos(¢pc)cos(pp/2)) (20.4.11)
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Note that ¢y is not equal to ¢, except for very narrow widths ¢yp.

The design procedure is then completed as follows. Given the attenuation A, we
calculate the window parameters D, & from Egs. (20.4.2) and (20.4.3). Since N is given,
we calculate the transition width Ay directly from Eq. (20.4.4). Then, the ideal lowpass
frequency p, is calculated from Eq. (20.4.6), that is,

D
N-1

1
Wp=Yp+ EAW = kdsin(d)c)sin(%) + (20.4.12)
Finally, the array weights are obtained from Eq. (20.4.7). The transition width A¢
can be approximated by linearizing ¢ = kd cos ¢ around ¢4, or around ¢, or around
¢c. We prefer the latter choice, giving:

Ay _ 21D
" kdsing,  kd(N —1)sin ¢,

The design method can be extended to the case of even N = 2M. The integral (20.3.4)
can still be done exactly. The Kaiser window expression (20.4.5) remains the same for
m = +1,+2,...,+M. We note the symmetry w(—m)= w(m). After windowing and
scanning with /¢, we get the final designed weights:

Ap

(20.4.13)

m-1/2)yp, S (Wp (M —1/2))

_ F(
a(xm)=w(m)e™ Tm—1/2) ,

m=1,2,....M (20.4.14)

The MATLAB function sector implements the above design steps for either even or
odd N. Its usage is as follows:

[a, dph] = sector(d, phl, ph2, N, A); % A=stopband attenuation in dB

Fig. 20.4.2 shows four design examples having sector [¢1, ¢po]= [45°,75°], or cen-
ter ¢p. = 60° and width ¢, = 30°. The number of array elements was N = 21 and
N = 41, with half-wavelength spacing d = A/2. The stopband attenuations were A = 20
and A = 40 dB. The two cases with A = 20 dB are equivalent to using the rectangular
window. They have visible Gibbs ripples in their passband. Some typical MATLAB code
for generating these graphs is as follows:

d=0.5; phl=45; ph2=75; N=21; A=20;
[a, dph] = sector(d, phl, ph2, N, A);
[g, ph] = array(d, a, 400);

dbz(ph,g, 30, 80);

addray(phl, ’--’); addray(ph2, '--’);

The basic design tradeoff is between N and A and is captured by Eq. (20.4.4). Because
D is linearly increasing with A, the transition width will increase with A and decrease
with N. As A increases, the passband exhibits no Gibbs ripples but at the expense of
larger transition width.

20.5 Woodward-Lawson Frequency-Sampling Design

As we mentioned earlier, the Fourier series method is feasible only when the inverse
transform integrals (20.3.2) and (20.3.4) can be done exactly. If not, we may use the
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N=21,A=20dB

N=21,A=40dB

-90°
N=41,A=40dB

-90°

Fig. 20.4.2 Angular sector array design with the Kaiser window.

frequency-sampling design method of DSP [48,49]. In the array context, the method is
referred to as the Woodward-Lawson method.

For an N-element array, the method is based on performing an inverse N-point DFT.
It assumes that N samples of the desired array factor A (/) are available, thatis, A (y;),
i=0,1,...,N — 1, where y; are the N DFT frequencies:

Py
Y= % s i=0,1,...,N -1, (DFT frequencies) (20.5.1)

The frequency samples A (y;) are related to the array weights via the forward N-
point DFT’s obtained by evaluating Egs. (20.1.1) and (20.1.2) at the N DFT frequencies:

M
A =ap+ > [amejm"" + a_mei"m""'] , (N=2M+1)
e (20.5.2)

M
A(yy) = Z [amej(m—l/Z)wi + aimeﬁ)‘(m—llz)w,v] , (N = 2M)
m=1
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where (; are given by Eq. (20.5.1). The corresponding inverse N-point DFT’s are as
follows. For odd N = 2M + 1,

N-1
1 .

am = ; > A(gpe M| m=0,%1,£2,...,+M (20.5.3)

i=0
and for even N = 2M,

1 N-1 )

Aum = D A(pe M m =12, M (20.5.4)

i=0

There is an alternative definition of the N DFT frequencies y; for which the forms of
the forward and inverse DFT’s, Egs. (20.5.2)-(20.5.4), remain the same. For either even
or odd N, we define:

o 21 (i — K)

i N s (alternative DFT frequencies) (20.5.5)

wherei=0,1,...,N—land K= (N—-1)/2.

This definition makes a difference only for even N, in which case the index i — K takes
on all the half-integer values in the symmetric interval [—K, K]. For odd N, Eq. (20.5.5)
amounts to a re-indexing of Eq. (20.5.1), with i — K taking values now over the symmetric
integer interval [—K, K].

For both the standard and the alternative sets, the N complex numbers z; = e/¥i are
equally spaced around the unit circle. For odd N, they are the N-th roots of unity, that
is, the solutions of the equation zN = 1. For the alternative set with even N, they are
the N solutions of the equation zV = —1.

The alternative set is usually preferred in array processing. In DSP, it leads to the
discrete cosine transform. The MATLAB function woodward implements the inverse DFT
operations (20.5.3) and (20.5.4), for either the standard or the alternative definition of
;. Its usage is as follows:

a = woodward(A, alt); % alt=0,1 for standard or alternative

The frequency-sampling array design method is summarized as follows: Given a set
of N frequency response values A (y;),i = 0,1,...,N —1, calculate the N array weights
a(m) using the inverse DFT formulas (20.5.3) or (20.5.4). Then, replace the weights by
their windowed versions using any symmetric length-N window. The final expressions
for the windowed weights are, for odd N = 2M + 1,

N-1
1 )

a(m)=w(m) o > A(ppe ™Vl m=0,+1,+2,...,+M (20.5.6)

i=0
and for even N = 2M,

1 N-1 )

aEm)=wizm) 5 > A(pyeTmIYAwH L m = 1,2, M (20.5.7)

i=0
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As an example, consider the design of a sector beam with edges at ¢p; = 45° and
¢2 = 75°. Thus, the beam is centered at ¢, = 60° and has width ¢ = 30°.

As ¢ ranges over [¢1, ¢ ], the wavenumber ¢ = kd cos ¢ will range over kd cos ¢»
< < kd cos ¢;. For all DFT frequencies ; that lie in this interval, we set A (¢;) = 1,
otherwise, we set A (y;)= 0. Assuming the alternative definition for (;, we have the
passband condition:

2t(i— K
kd cos ¢y < %

< kd cos ¢,

Setting kd = 271td/A and solving for the DFT index i — K, we find:

. . . . Nd . Nd
J1<i—-K < jo, where JI:Tcosdn, Jz:TCOSdn
This range determines the DFT indices i for which A (¢;)= 1. The inverse DFT
summation over i will then be restricted over this subset of i’s. Fig. 20.5.1 shows the
response of a 20-element array with half-wavelength spacing, d = A/2, designed with a
rectangular and a Hamming window. The MATLAB code for generating the right graph
was as follows:
d=0.5; N=20; phl=45; ph2=75; alt=1; K=(N-1)/2;

j1l = N*d*cos(ph2*pi/180);
j2 = N*d*cos(phl*pi/180);

i = (0:N-1); % DFT index

j =1 - alt*K; % alternative DFT index

A = (3>=31D&(G<=32); % equals 1,if j1 < j < j2, and 0, otherwise
a = woodward(A, alt); % inverse DFT

w = 0.54 - 0.46%cos(2*pi*i/(N-1)); % Hamming window

awind = a .* w; % windowed weights

[g,ph] = array(0.5, awind, 400); % array gain

dbz(ph, g, 30, 80);

addray(phl,’--"); addray(ph2,’--");

Rectangular window Hamming window
90° 90°

-90°

Fig. 20.5.1 Angular sector array design with Woodward-Lawson method.

The sidelobes of the Hamming window are down approximately at the expected 54-
dB level (they reach 54 dB for larger N.) The design is comparable to that of Fig. 20.4.2.
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The power of this method lies in the ability to specify any shape for the array factor
through its frequency samples. The method works well for half-wavelength spacing
d = A/2,because all N DFT frequencies ; lie within the visible region, which coincides
in this case with the full Nyquist interval, —1m < ¢ < TT.

As another example, we consider the design of an array with a secant-squared gain
pattern, which is relevant in air search radars as discussed in Sec. 15.11. We consider an
array of N elements along the z-direction with half-wavelength spacing d = A/2. The
corresponding wavenumber ¢ will be ¢ = k,d, or

@ =kdcos 0

The design of the secant-squared gain pattern requires that the array factor itself
have a secant dependence. Indeed,

K KI/Z
cos? 0 AWl = | cos 0|

g =1Aw)* =

Because the secant pattern is defined only up to an angle 6,.x, we may define the
theoretical array factor in the normalized form:

€0S O max
A(Q)= cos O
1, if Opax < 0 < 90°

, if0 <0 < Opmax (20.5.8)

As 0 varies over [0, Omax], the wavenumber ¢ = kd cos 0 will vary over [ (/max, kd],
where Ymax = kd cos Onax. Because d = A/2, we have kd = 1 and the -range becomes
[Wmax, TT]. Noting that cos Opax/ €08 0 = WYmax/ Y, we can rewrite Eq. (20.5.8) in terms
of y:

R N
A(yp)= Y (20.5.9)
1, if0 < ¥ < Ymax

We symmetrize A(—)= A(y) to cover the entire 27t Nyquist interval in . Eval-
uating Eq. (20.5.9) at the N DFT frequencies ; = 271i/N, we obtain the array weights
by doing an inverse DFT and then windowing the array coefficients with a Hamming
window. Fig. 20.5.2 shows a design case with N = 21 and Opax = 70°. The figure com-
pares the Hamming and rectangular window designs to the exact expression (20.5.8).
The details of the design are indicated in the MATLAB code:

N=21; K=(N-1)/2; d=0.5; thmax=70;
psmax = 2*pi*d * cos(thmax*pi/180);

Ai = ones(1,K+1);
psi = 2*pi*(0:K)/N; % half of DFT frequencies
j = find(psi); % non-zero ’s

Ai(3) = psmax*(psi(j)>=psmax)./psi(3) + (psi(j)<psmax); % half of the DFT values
Ai

[Ai, Ai(K:-1:1)]; % all the DFT values

a % inverse DFT with alt=0

woodward(Ai, 0) / N;
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aw = a .* (0.54 - 0.46%cos(2*pi*(0:N-1)/(N-1))); % Hamming

th = (0:200) * 90 / 200;

ps = 2*pi*d * cos(th*pi/180);

A = abs(dtft(a, -ps)); % rectangular design
Aw = abs(dtft(aw,-ps)); % Hamming design
AO = psmax*(ps>=psmax)./ps + (ps<psmax); % exact pattern

Hamming window Rectangular window

— designed
---exact

— designed
---exact

@ 0.6 @ 0.67
0 B
0.4r 0.4f
0.21 0.2
0 I I I I I I I I 0 I I I I I I I I
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
0 Gl

Fig. 20.5.2 Woodward-Lawson design of secant-squared array gain.

20.6 Discretization of Continuous Line Sources

One-dimensional arrays may be thought of as arising from the spatial sampling of con-
tinuous line current distributions. Consider, for example, a current I (x) flowing along
the x-axis. Its current density is Jx (x,y,x)= I(x)d(y) 6 (z), where the delta functions
confine the current on the x-axis. The corresponding radiation vector will have only an
X-component:

Fr(knoky, Kky) = JJx (x, v, 2) @ik ke G dy dz

00

= fI(x)é(y)5(z)ejkxx+jkyy+jkzz dxdydz = J I(x) e dx

Thus, Fx(ky) depends only on the ky wavevector component and is the spatial
Fourier transform of the line current I (x):

Fy (ky) = J I(x)e™xdx (20.6.1)
In spherical coordinates, ky is given by ky = k sin 0 cos ¢, with k = 277/A. The range

of ky values when 0, ¢ vary over 0 < 0 < mand 0 < ¢ < 277 is the “visible region”.
The inversion of the Fourier transform, however, requires knowledge of Fy (ky) over all
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ky, and in such case the inverse is:
1 °© :
I(x)= —J Fy (ky) e 7% dk, (20.6.2)
2T )

Suppose now that the current I (x) is sampled at the regular intervals x,, = md
with spacing d and integer m. The sampled current may be represented as the sum of
impulses:

[X)= > Txm)S(X—xm)= > ImS(x—md) (20.6.3)

m=-o m=—o

where we set I, = I (xp) = I(md). Then, the corresponding Fourier transform will be:

ﬁx(kx):I [(x)efdx = > Lpelmkd = X' [, e/m¥ (20.6.4)

- m=—oo m=—oo

This has precisely the form of an array factor with ¢ = kxd. The pattern Fy (ky)
is periodic in ky with period ks = 27r/d, which is the sampling frequency in units
of radians/meter. Equivalently, Fy(ky) is periodic in ¢ with period 27r. The Poisson
summation formula [48] relates Fx (kx) to the unsampled pattern Fy (ky) as a sum of
shifted replicas:

Ex(ky) = % > Fx(kx — nks) (20.6.5)
n=-oo

Aliasing, that is, the overlapping of the spectral replicas, can be avoided only if
Fy (ky) is bandlimited to within the Nyquist interval, |ky| < ks/2. This would imply that
I(x) have infinite extent.

In practice, I (x) is assumed to be space-limited with a finite extent, say, over an in-
terval —1/2 < x < 1/2. In this case, Fx (kx) cannot be bandlimited and therefore, aliasing
will always occur. However, if the pattern F (ky) attenuates with large ky, aliasing may
be minimized by selecting a small enough d.

Egs. (20.6.4) and (20.6.5) provide two equivalent ways to express the spectrum of the
sampled current. Eq. (20.6.4) can be inverted to recover the current samples I ;:

1 ks/2 i 1 LN .
Im =7 J Fx(kx)eijmkxd dkx = 5 J FX(W)eijmw d([l (2066)
ks J-k2 21 Jom

which is the inverse discrete-space Fourier transform that we introduced in (19.4.8).
By using the z-domain variable z = ¢/¥, (20.6.4) can also be written as the spatial z-
transform:

Ex(z)= > Imz" (20.6.7)

Next, we focus on finite line sources I (x), —1/2 < x < 1/2. Then, (20.6.1) reads:

1/2

Fx(ky) = J 1 I(x) /%X dx (20.6.8)
-1/2
It proves convenient to define a normalized wavenumber variable u by:
Ik« 27U I .
u= oy kx = i S u= 3 sin 6 cos ¢ (20.6.9)
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and define a scaled pattern F (1) = Fx (kx) /1. Then, we have the Fourier relationships:

1/2 00
F(u)= H I I(x)elPmlgy ] o |[(x)= J F(u)e 72mux/l gy (20.6.10)
-1/2 —o0

If I (x) were periodic with period I, then 27t/I would be its fundamental harmonic and
2tmru/l would be interpreted as the uth harmonic. Indeed, the continuous-line version
of the Woodward-Lawson method gives u just such an interpretation. Let us define the
periodic extension of the space-limited I (x) with period [ to be the sum of its replicas:

Ix)= > Ix-nl) (20.6.11)
n=-o0
Then, I (x), being periodic, could be expanded in a Fourier series with coefficients:
B o0 ) 1 b2 )
[x)= > cpe P ¢, = 7 J 1(x) e/l gx (20.6.12)
p=—o0 —-1/2

Because I(x)= I(x) over the period —I/2 < x < 1/2, the above integral for the pth
coefficient implies from (20.6.10) that ¢, = F(u) with u = p. Thus, restricting x over
its basic period, we have the representation:

I(x)= > F(p)e2m1
p:—oo

(20.6.13)

N |~

oo

5 SX=

The pattern F (u) may itself be expressed in terms of its samples F(p). We have
from (20.6.13):

1 (2 . o0 12
F(u)= fj I(x)e?™Xlgx = > F(p) fj el2mu=pIx/l gy = or,
)12 P )12

sin(1r(u — p))

Fa= ¥ F(p) =

p=—00

(20.6.14)

Egs. (20.6.13) and (20.6.14) are the continuous-line version of the Woodward-Lawson
method, which is of course equivalent to the application of Shannon’s sampling theorem
to the space-limited function I (x), and our derivation is nothing more than the proof
of that theorem.

For discrete arrays, we must sample in space x,;; = md, not in frequency. By taking
N samples over the length I, thatis, d = I/N, and truncating the summation in (20.6.13)
top=0,1,...,N — 1, we obtain the practical version of the Woodward-Lawson method
that we used in the previous section.

For an N-element finite array, the z-transform Fy (z) of Eq. (20.6.7) becomes a poly-
nomial of degree N — 1 in z. Such an array can be designed directly in discrete-space
domain, or it can be designed by mapping a given continuous line source pattern to the
discrete case. This can be accomplished approximately by mapping N — 1 zeros of the



820 20. Array Design Methods

continuous pattern to N — 1 zeros of the array using the mapping z = /¥ = e/kxd  Since
d = 1/N, the mapping from u-space to {/-space becomes ¢ = kxd = 2mrud/l = 21tu/N:

_2mu

Y = kyd N

(20.6.15)

Therefore, if u,,n = 1,2,...,N —1 are the N — 1 zeros of the pattern F (1) on which
the design is to be based, then, we may define the corresponding zeros of the array by:

W_ZTFHn
"N

and construct the array pattern polynomial from these zeros:

> zp=el¥n=lmu/N - p_12  N-1 (20.6.16)

N-1
Az)=[](z-2zn) (20.6.17)

n=1

The method is an approximation because F(u) generally has an infinity of zeros.
However, good results are obtained if N is large (e.g., N > 10).

To clarify the above definitions and Fourier relationships, we consider three exam-
ples: (a) the uniform line source and how it relates to the uniform array, (b) Taylor’s
one-parameter line source and its use to design Taylor-Kaiser arrays, and (c) Taylor’s
ideal line source, which is an idealization of the Chebyshev array, and leads to the so-
called Taylor’s n1 distribution. A uniform line source has constant current:

1, if —1/2<x<1/2

I(x)= ] (20.6.18)
0, otherwise
Its pattern is:
1/2 1/2 .
F(u)= EJ I(x) e/l gy = lj eizmuxt gy, _ STTH) (20.6.19)
)i L) mu

Its zeros are at the non-zero integers u, = +n, forn = 1, 2,.... By selecting the first

N —1 of these, u, = n,forn =1,2,...,N — 1, we may map them to the N — 1 zeros of
the uniform array:

Zy = ef2mun/N — p2mn/IN oy = 2 N -1

The constructed array polynomial will be then,

N-1 _
) No1 ) N1 . l_[ (Z _ eerm/N)
A(z)= = Z—Zn)= — z—elmNy o =0
()N,Dl( n>N£[1( ) =N P
where we introduced a scale factor 1/N and multiplied and divided by the factor (z—1).
But the numerator polynomial, being a monic polynomial and having as roots the Nth
roots of unity, must be equal to zV — 1. Thus,

1z28-1 1

A(z)= —

_ N-1y
N z-1 N

(l+z+2%2+---+z
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which has uniform array weights, a,, = 1/N. Replacing z = /¥ = ¢/2™4/N we have:

A)= 1 eYN-1 sin(Ny/2) SV (N-1)/2 _ sin (1Tu) QITUN-1) /N

N e/¥—1 ~ Nsin(y/2) "~ Nsin(mtu/N)

For large N and fixed value of u, we may use the approximation sinx =~ x in the
denominator which tends to N sin(mtu/N) = N (1tu/N) = 1tu, thus, approximating the
sin Tru/Tru pattern of the continuous line case.

Taylor’s one-parameter continuous line source [1109] has current I(x) and corre-
sponding pattern F (u) given by the Fourier transform pair [179]:

i 2 _ g2
F(u)= % e Ix)=1Io (Ter/l - (2x/l)2) (20.6.20)

where —1/2 < x < 1/2 and I (-) is the modified Bessel function of first kind and zeroth
order, and B is a positive parameter that controls the sidelobe level. For u > B, the
pattern becomes a sinc-pattern in the variable /u? — B2, and for large u, it tends to the
pattern of the uniform line source. We will discuss this further in Sec. 20.10.

Taylor’s ideal line source [1110] also has a parameter that controls the sidelobe level
and is is defined by the Fourier pair [179]:

F(u) = cosh (T!'\/AZ - uz)

I (mAVI = (2x/D)2) raA +5( ,) . 5( . 1) (20.6.21)

a2 x_ b x4+ b
1 - (2x/1)2 1 2 2

where I; () is the modified Bessel function of first kind and first order. Van der Maas

[1098] showed first that this pair is the limit of a Dolph-Chebyshev array in the limit of
a large number of array elements. We will explore it further in Sec. 20.12.

I(x) =

20.7 Narrow-Beam Low-Sidelobe Designs

The problem of designing arrays having narrow beams with low sidelobes is equivalent to
the DSP problem of spectral analysis of windowed sinusoids. A single beam corresponds
to a single sinusoid, multiple beams to multiple sinusoids.

To understand this equivalence, suppose one wants to design an infinitely narrow
beam toward some look direction ¢ = ¢o. In y-space, the array factor (spatial or
wavenumber spectrum) should be the infinitely thin spectral line:’

A(y)=2m6 (Y — o)

where ¢y = kdcos¢ and @y = kdcos¢pg. Inserting this into the inverse DSFT of
Eq. (20.3.2), gives the double-sided infinitely-long array, for —co < m < oo:

g g
atm= oo [ Ay = [ 2ms(y - goe M dy - e v

TTo be periodic in , all the Nyquist replicas of this term must be added. But they are not shown here
because ¢ and  are assumed to lie in the central Nyquist interval [—1, 77].
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This is the spatial analog of an infinite sinusoid a (n) = e/®9" whose spectrum is the
sharp spectral line A (w)= 216 (w — wy). A finite-duration sinusoid is obtained by
windowing with a length-N time window w (n) resulting in a (n) = w(n) e/®on,

In the frequency domain, the effect of windowing is to replace the spectral line
0 (w — wy) by its smeared version W (w — wg), where W (w) is the DTFT of the window
w(n). The spectrum W (w — wg) exhibits a main lobe at w = w( and sidelobes. The
main lobe gets narrower with increasing N.

A finite N-element array with a narrow beam and low sidelobes, and steered towards
an angle ¢y, can be obtained by windowing the infinite narrow-beam array with an
appropriate length-N spatial window w(m). For odd N = 2M + 1, or even N = 2M, we
define respectively:

a(m) = e Mboyw(m), m=0,+1,+2,...,+M
(20.7.1)

a(zm) = ™M1y (+m), m=1,2,....M

In both cases, the array factor of Egs. (20.1.1) and (20.1.2) becomes:

Ap)=W (W — o) | (narrow beam array factor) (20.7.2)

where W () is the DSFT of the window, defined for odd or even N as:

M
W) =w()+ > [w(m)ejm"’ +W(_m)efjmw]

m=1

(20.7.3)

M
W(p) = Z [W(m)ej(m—llz)w+W(7m)e—j(m—1/2)lp]
m=1

Assuming a symmetric window, w(—m) = w(m), we can rewrite:

M
W(p) =w(0)+2 > w(m)cos(my)

m=1

(N=2M+1)
(20.7.4)
M
W(p) =2 > w(m)cos((m—1/2)y) (N =2M)

m=1

At broadside, @y = 0, ¢p¢ = 90°, Eq. (20.7.1) reduces to a (m) = w(m) and the array
factor becomes A () = W (). Thus, the weights of a broadside narrow beam array are
the window samples a (m)= w(m). The steered weights (20.7.1) can be calculated with
the help of the MATLAB function scan, or steer:

a = scan(w, psi0);
a steer(d, w, phiO);

The primary issue in choosing a window function w(m) is the tradeoff between fre-
quency resolution and frequency leakage, that is, between main-lobe width and sidelobe
level [48,49]. Ideally, one would like to meet, as best as possible, the two conflicting
requirements of having a very narrow mainlobe and very small sidelobes.
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Fig. 20.7.1 shows four narrow-beam design examples illustrating this tradeoff. All
designs are 7-element arrays with half-wavelength spacing, d = A/2, and steered to-
wards 90°. The Dolph-Chebyshev and Taylor-Kaiser arrays were designed with sidelobe
level of R = 20 dB.

Uniform Dolph-Chebyshev

90° 90°

180°

135° \ I 45°
% \ '
. \ '
’ 1 1 \
I, ‘\ l’ \\
Vo
N v L\ @
1 ‘! \
: A0 -30 ©-20 -10
o o
180 T ) 0
\\ /’
/
\
h
\\\ K
N /'
~135° ~45°

-90°

Fig. 20.7.1 Narrow beam design examples.

Shown on the graphs are also the half-power 3-dB circles being intersected by the
angular rays at the 3-dB angles. For comparison, we list below the designed array weights
(normalized to unity at their endpoints) and the corresponding 3-dB angular widths (in
degrees):

Uniform | Dolph-Chebyshev | Taylor-Kaiser | Binomial

1 1.0000 1.0000 1
1 1.2764 1.8998 6
1 1.6837 2.6057 15
1 1.8387 2.8728 20
1 1.6837 2.6057 15
1 1.2764 1.8998

1 1.0000 1.0000 1

14.5° 16.4° 16.8° 24.6°
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The uniform array has the narrowest mainlobe but also the highest sidelobes. The
Dolph-Chebyshev is optimum in the sense that, for the given sidelobe level of 20 dB, it
has the narrowest width. The Taylor-Kaiser is somewhat wider than the Dolph-Chebyshev,
but it exhibits better sidelobe behavior. The binomial array has the widest mainlobe but
no sidelobes at all.

Fig. 20.7.2 shows another set of examples. All designs are 21-element arrays with
half-wavelength spacing, d = A/2, and scanned towards 60°.

Uniform Dolph-Chebyshev
90°

-90°
Taylor-Kaiser
0°

-90° -90°
Fig. 20.7.2 Comparison of steered 21-element narrow-beam arrays.

The Dolph-Chebyshev and Taylor arrays were designed with sidelobe level of R = 25
dB. The uniform array has sidelobes at R = 13 dB. Because N is higher than in Fig. 20.7.1,
the beams will be much narrower. The 3-dB beamwidths are in the four cases:

Agpzgp = 5.58°  Uniform

Adzqp = 6.44°  Dolph-Chebyshev
Adcpzgg = 7.03°  Taylor-Kaiser
Acsgp = 15.64° Binomial

The two key parameters characterizing a window are the 3-dB width of its main lobe,
Aysqp, and its sidelobe level R (in dB). For some windows, such as Dolph-Chebyshev
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and binomial, Ay 3qs can be calculated exactly. In others, such as Taylor-Kaiser and
Hamming, it can be calculated approximately by Eq. (19.10.2), that is,

21th
AW = 0.886 <

N (3-dB width in -space) (20.7.5)

where b is a broadening factor that depends on the choice of window and increases
with the sidelobe attenuation R. As discussed in Sec. 19.10, once Ay3qp is known, the
angular 3-dB width of the steered array can be computed approximately by:

APsap
— for 0° 180°
kdsingg’ or <Po <

Acpzap = (20.7.6)

2 /A‘If““‘, for ¢y = 0°, 180°

This is an adequate approximation in practice. In succeeding sections, we discuss
the binomial, Dolph-Chebyshev, and Taylor-Kaiser arrays in more detail. In addition, we
discuss prolate arrays, Taylor’s 71 distribution, and Villeneuve arrays.

We finish this section by summarizing the uniform array, which is based on the
rectangular window and has b = 1 and sidelobe level R = 13 dB. Its weights, symmetric
DSFT, and symmetric z-transform were determined in Example 20.1.2:

1
=—[1,1,...,1
w N[,, ,1]

an ()
W) = AT (20.7.7)
wemn(3)
sin >
1 ZN/Z_ZfN/Z 1 ZN_l
_ 4 _ —(N-1)/2 L
W2 =N e =2 N z-1

20.8 Binomial Arrays

The weights of an N-element binomial array are the binomial coefficients:

(N -1)!
W(m)=m, m=0,1,..., N—-1 (20.8.1)

For example, for N = 4 and N = 5 they are:
w=[1,3,3,1]

w=[1,4,6,4,1]

The binomial weights are the expansion coefficients of the polynomial (1 + z)N~!. In-
deed, the symmetric z-transform of the binomial array is defined as:

W(z)= (22 + z7V2)N 7t = 27 (N-1)/2 (1 4 z)N-1 (20.8.2)
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Setting z = e/%, we find the array factor in g-space:

) ) W N-1
W ()= (e/¥/2 4 g dw/2)N=1 _ [ZCOS(E)] (20.8.3)

This response falls monotonically on either side of the peak at ¢y = 0 until it becomes
zero at the Nyquist frequency ¢y = +7r. Indeed, the z-transform has a multiple zero of
order N —1atz=—1.

Thus, the binomial response has no sidelobes. This is, of course, at the expense of
a fairly wide mainlobe. The 3-dB width Ay3qg can be determined by finding the 3-dB
frequencies +(3 that satisfy the half-power condition:

W l? 1 [COS(%)TW*“ 1
w2z 2 2 2
The solution is:
W3 = 2acos (2705 (N-1)
Therefore, the 3-dB width will be Ay3gg = 2y3:
Aysqp = 4acos (2—0.5/(1\1—1)) (20.8.4)

Once Aysgp is found, the 3-dB width A¢sgps in angle space, for an array steered
towards an angle ¢, can be found from Eq. (20.7.6). The MATLAB function binomial
generates the array weights (steered towards ¢) and 3-dB width. Its usage is:

[a, dph] = binomial(d, phO, N);

% binomial array coefficients and beamwidth

For example, the fourth graph of the binomial response of Fig. 20.7.1 was generated
by the MATLAB code:

[a, dph] = binomial(0.5, 90, 5);
[g, ph]l = array(0.5, a, 200);
dbz(ph, g, 45, 40);

addcirc(3, 40, ’--");

addray(90 + dph/2, ’-’);
addray(90 - dph/2, ’-’);

% array weights and 3-dB width
% compute array gain

% plot gain in dB with 40-dB scale
% add 3-dB grid circle

% add rays at 3-dB angles

20.9 Dolph-Chebyshev Arrays

Most windows have largest sidelobes near the main lobe. If a window is designed to
achieve a minimum sidelobe attenuation of R dB, then typically R will be the atten-
uation of the sidelobes nearest to the mainlobe; the sidelobes further away will have
attenuations higher than R.

Because of the tradeoff between mainlobe width and sidelobe attenuation, the extra
attenuation of the furthest sidelobes will come at the expense of increased mainlobe
width. If the attenuation of these sidelobes could be decreased (up to the level of the
minimum R), then the mainlobe width would narrow.

It follows that for a given minimum desired sidelobe level R, the narrowest mainlobe
width will be achieved by a window whose sidelobes are all equal to R. Conversely,
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for a given maximum desired mainlobe width, the largest sidelobe attenuation will be
achieved by a window with equal sidelobe levels.

This “optimum” window is the Dolph-Chebyshev window, which is constructed with
the help of Chebyshev polynomials. The mth Chebyshev polynomial T}, (Xx) is:

Tm (x)= cos(macos(x)) (20.9.1)

If |x| > 1, the inverse cosine acos (x) becomes imaginary, and the expression can be
rewritten in terms of hyperbolic cosines: T, (X) = cosh(m acosh(x)).

Setting X = cos 0, or @ = acos (x), we see that T, (x) = cos(m@0). Using trigonomet-
ric identities, the quantity cos (m6) can always be expanded as a polynomial in powers
of cos 0. The expansion coefficients are precisely the coefficients of the powers of x of
the Chebyshev polynomial. For example, we have:

cos(00)=1 To(x)=1
cos(10)= cos O T:(x)=x
cos(20)=2cos? 0 — 1 > Tor(x)=2x2-1

T5(x)= 4x3 — 3x
Ti(x)=8x*—8x%+1

cos(30)=4cos* 0 —3cos @
cos(40)=8cos*0 —8cos? 0 + 1

For |x| < 1, the Chebyshev polynomial has equal ripples, whereas for |x| > 1, it
increases like x™. Moreover, T, (x) is even in x if m is even, and odd in x if m is odd.
Fig. 20.9.1 depicts the Chebyshev polynomials Ty (x) and T1¢(X).

) Tq(x) A T]o(x)

- x
—1{ \ 0 \/1 g —l\/ 0 \Jl g

Fig. 20.9.1 Chebyshev polynomials of orders nine and ten.

The Dolph-Chebyshev window is defined such that its sidelobes will correspond to
a portion of the equi-ripple range |x| < 1 of the Chebyshev polynomial, whereas its
mainlobe will correspond to a portion of the range x > 1.

For either even or odd N, Eq. (20.7.4) implies that any window spectrum W (y) can
be written in general as a polynomial of degree N — 1 in the variable u = cos(y/2).
Indeed, we have for the mth terms:

cos(my) = cos (2m%) = Tom(u)

cos((m—1/2)y)= cos ((Zm - 1)%) = Tom_1(u)

Thus in the odd case, the summation in Eq. (20.7.4) will result in a polynomial of
maximal degree 2M = N — 1 in the variable u, and in the even case, it will result into a
polynomial of degree 2M —1 =N — 1.
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The Dolph-Chebyshev [1092] array factor is defined by the Chebyshev polynomial of
degree N — 1 in the scaled variable x = X cos(y//2), that is,

W)= Tn-1(X), X =XocCoSs (%) (Dolph-Chebyshev array factor) (20.9.2)

The scale factor X is always xy > 1 and is determined below. For a broadside design,
as the azimuthal angle ¢ ranges over the interval 0° < ¢ < 180°, the wavenumber ¢ =
kd cos ¢ will range over the visible region —kd < ¢ < kd. The quantity x = X cos(y//2)
will range from Xmin = Xg cos(kd/2) to the value x = X(, which is reached broadside at
¢ = 90° or ¢ = 0, and then x will move back to Xpyin. Thus, the range of variation of x
will be Xmin < X < Xp.

Assuming that Xmi, is in the interval —1 < Xpin < 1, we can split the interval
[Xmin, Xo] into the two subintervals: [Xmin, 1] and [1,Xo], as shown in Fig. 20.9.2. We
require that the subinterval [Xmn, 1] coincide with the sidelobe interval of the array
factor W (), and that the subinterval [1,X,] coincide with the mainlobe interval. The
zeros of the Chebyshev polynomial within [Xni, 1] become the sidelobe zeros of the
array factor and get repeated twice as ¢ varies over [0°,180°].

In Fig. 20.9.2, for spacing d = A/2, we have kd = 1 and Xpin = X cos(kd/2)
= Xgcos(1r/2)= 0. Similarly, we have Xpyin = Xgcos(31r/4)= —0.707xq for d = 3A/4,
and Xmin = Xo cos(71/4) = 0.707xo for d = A /4.

The relative sidelobe attenuation level in absolute units and in dB is defined in terms
of the ratio of the mainlobe to the sidelobe heights:

W .
Ry= -0 " R =20log;y(Rs), Rgq =108
Wsidc

Because the mainlobe peak occurs at ¢ = 0 or x = Xo, we will have Wpain =
Tn-1(x0), and because the sidelobe level is equal to the Chebyshev level within x| < 1,
we will have Wgige = 1. Thus, we find:

Ry = Tn-1(x0)= cosh((N — 1)acosh(xg)) ‘ (20.9.3)

which can be solved for x¢ in terms of R,:

(20.9.4)

acosh(Ry,) )
N-1

Xo = cosh (

Once the scale factor xg is determined, the window samples w (1) can be computed
by constructing the z-transform of the array factor from its zeros and then doing an
inverse z-transform. The N — 1 zeros of Txn-; (x) are easily found to be:

i —1/2
Tn-1(X)=cos((N —1)acos(x)) =0 = x;=cos (%)
fori = 1,2,...,N — 1. Solving for the corresponding wavenumbers through x; =

Xo cos(;/2), we find the pattern zeros:

(,U,-=2acos(§), zi = el¥i, i=1,2,...,.N—-1
0
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4 W(y) = Ty) A W) = 1Ty
R, R,
d= AR
R dB
! 1
3 A AVAVA VN
1 Xmin—" |0 Ji Xo 0° 90° 180°
-1 T
x=1
Y W) = Ty Yiw)l
R, R,
d = 3A/4
! 1
| oy ERVAARA B RIATAVAV A
“1 Xmin 0 /i %o 0° 90° 180°
-1 h
x=1
Y W) = Tyw) Y 1w(o)l
Ra RIL
d = A4
! 1
! » X
-1 0 xmin\/ Xo 0°
- x=1

Fig. 20.9.2 Chebyshev polynomials and array factors ford = A/2,d = 3A/4,and d = A/4.

We note that the zeros x; do not have to lie within the sidelobe range [Xmin, 1] and
the corresponding /; do not all have to be in the visible region.

The symmetric z-transform of the window is constructed in terms of the one-sided
transform using Eq. (20.1.4) as follows:

N-1
W(z)=z NV2W(z)=2z VD2 [](z-2) (20.9.5)
i-1

The inverse z-transform of W (z) are the window coefficients w (m). The MATLAB
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function dolph.m of Appendix I implements this design procedure with the help of
the function poly2.m, which calculates the coefficients from the zeros. The typical
MATLAB code in do1ph.mis as follows:

N1 = N-1; % number of zeros

Ra = 10A(R/20); % sidelobe level in absolute units
x0 = cosh(acosh(Ra)/N1); % scaling factor

i = 1:N1;

xi = cos(pi*(i-0.5)/N1);
psi = 2 * acos(xi/x0);
zi = exp(j*psi);

% N1 zeros of Chebyshev polynomial
% N1 array pattern zeros in psi-space
% N1 zeros of array polynomial

a = real(poly2(zi)); % zeros-to-polynomial form (N coefficients)

The window coefficients resulting from definition (20.9.5) are normalized to unity
values at their end-points. This definition differs from that of Eq. (20.9.2) by the scale
factor xy ~1/2.

The function dolph.m also returns the 3-dB width of the main lobe. The 3-dB fre-
quency 3 is defined by the half-power condition:

Tn-1(Xo) R, R,
=Tn- =" =— h -1 h = —=
W(yp3)=Tn-1(x3) 5 7 = cosh((N — 1)acosh(x3)) 7
Solving for x3 and the corresponding 3-dB angle, x3 = X cos(y/3/2), we have:
X3 = cosh (M) s Y3 = 2acos (x—s) (20.9.6)
N-1 X0

which yields the 3-dB width in y-space, AY3gg = 2@3. The 3-dB width in angle space,
Adgbsgs, is then computed from Eq. (20.7.6) or (19.10.6).

There exist several alternative methods for calculating the Chebyshev array coeffi-
cients [1096-1104,1106] and have been compared in [1105]. One particularly accurate
and effective method is that of Bresler [1099], which has recently been implemented by
Simon [1101] with the MATLAB function chebarray.m.

Example 20.9.1: The second graph of Fig. 20.7.1 was generated by the MATLAB commands:
[a, dph] = dolph(0.5, 90, 5, 20);

[g, ph]l = array(0.5, a, 200);
dbz(ph, g, 45);

% array weights and 3-dB width
% compute array gain
% plot gain in dB

addcirc(3, 40, ’--"); % add 3-dB gain circle
addray (90 + dph/2, ’--"); % add 3-dB angles
addray(90 - dph/2, ’--");

The array weights and 3-dB width were given previously in the table of Fig. 20.7.1. The
weights are constructed as follows. The scale parameter X, is found to be xo = 1.2933.
The zeros x;, Y;, and z; are found to be:

i Xi | Wi | Z;

1 0.9239 | 1.5502 0.0206 + 0.9998j
2 0.3827 | 2.5408 | —0.8249 + 0.5653j
3
4

—0.3827 | 3.7424 | —0.8249 — 0.5653j
—0.9239 | 4.7330 0.0206 — 0.9998j

TSee Sec. 6.8 regarding the accuracy of poly2 versus poly.
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It follows that the one-sided array polynomial will be:

W(z)= (z—-21)(z—22) (z — z3) (z — z4) = z* + 1.60852% + 1.93192% + 1.6085z + 1

and the symmetric z-transform:

W(z)=z2W(z)=z° + 1.6085z + 1.9319 + 1.6085z" ! + z~2

resulting in the array weights w = [1.0000, 1.6085, 1.9319, 1.6085, 1.0000]. We note
that the array zeros come in conjugate pairs. Only the first two x; and ; lie in the visible
region and show up as pattern zeros in the array factor. m|

Example 20.9.2: The second graph of Fig. 20.7.2 was generated by the MATLAB commands:

[a, dph] = dolph(0.5, 60, 21, 25);
[g, ph]l = array(0.5, a, 200);
dbz(ph, 9);

The function do1ph.m was called with the parameters N = 21, R = 20 dB and was steered
towards the angle ¢ = 60°. m]

Example 20.9.3: As another example, consider the design of a nine-element broadside Dolph-
Chebyshev array with half-wavelength spacing and sidelobe attenuation level of R = 20
dB. The array factor is shown in Fig. 20.9.2.

The absolute attenuation level is R, = 10R/20 = 1020/20 = 10, that is, if the peak is
normalized to height R; = 10, the sidelobes will have height of unity. The scale factor x,
is found to be xo = 1.0708, and the array weights:

w = [1.0000, 1.0231, 1.3503, 1.5800, 1.6627, 1.5800, 1.3503, 1.0231, 1.0000]

The array zeros are constructed as follows:

i Xi Wi Zi

1 0.9808 | 0.8260 0.6778 + 0.7352j
2 0.8315 | 1.3635 0.2059 + 0.9786j
3 0.5556 | 2.0506 | —0.4616 + 0.8871j
4 0.1951 | 2.7752 | —0.9336 + 0.3583j
5| —0.1951 | 3.5080 | —0.9336 — 0.3583j
6 | —0.5556 | 4.2326 | —0.4616 — 0.8871j
7 | —0.8315 | 4.9197 0.2059 — 0.9786j
8 | —0.9808 | 5.4572 0.6778 — 0.7352j

The 3-dB width is found from Eq. (20.9.6) to be A¢3qp = 12.51°. [}

In order for the Chebyshev interval [Xmin, 1] to be mapped onto the sidelobe region
of the array factor, we must require that Xy, > —1.

If d < A/2, then this condition is automatically satisfied because kd < 11/2 and
Xmin = Xo cos(kd/2)> 0. (In this case, we must also demand that X, < 1. However,
as we discuss below, when d < A/2 Dolph’s construction is no longer optimal and is
replaced by the alternative procedure of Riblet.)
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IfA/2 <d < A, then m < kd < 21 and Xpin, < 0 and can exceed the left limit
x = —1. This requires that for the given sidelobe level R, the array spacing may not
exceed a maximum value that satisfies Xmin = X oS (Kdmax/2) = —1. This gives:

kdmax = 2 acos (—i> >  dpax = A acos (—i) (20.9.7)
X0 T X0
An alternative way of phrasing the condition xmin > —1 is to say that for the given
value of the array spacing d (such that A/2 < d < A), there is a maximum sidelobe
attenuation that may be designed. The corresponding maximum value of x, will satisfy
Xmin = X0,max COS (kd/2)= —1, which gives:

1

X0,max = _m = Ra,max =TNn-1 (XO,max) (20.9.8)

Example 20.9.4: Consider the case d = 3A/4, R = 20 dB, N = 9. Then for the given R, the
maximum element spacing that we can have is dp,x = 0.8836A.

Alternatively, for the given spacing d = 3A/4, the maximum sidelobe attenuation that we
can have is Rgmax = 577, or, Rmax = 55.22 dB.

An array designed with the maximum spacing d = d . Will have the narrowest mainlobe,
because its total length will be the longest possible. For example, the following two calls
to the function do1ph will calculate the required 3-dB beamwidths:

[w, dphl]
[w, dph2]

dolph(0.75, 90, 9, 20);
do1ph(0.8836, 90, 9, 20);

% spacing d = 3/4
% spacing d = dmax

We find A¢p; = 8.34° and A¢p, = 7.08°. The array weights w are the same in the two cases
and equal to those of Example 20.9.3. The gains are shown in Fig. 20.9.3. m]

IS8
]

dnax = 0.88361

‘max

Fig. 20.9.3 Chebyshev arrays with N =9, R = 20 dB, d = 3A/4 and d = 0.8836A.

As pointed out by Riblet [1093], Dolph’s procedure is optimal only for element spac-
ings that are greater than half a wavelength, d > A/2. For d < A/2, it is possible to
find another set of window coefficients that would result into a narrower main lobe.
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Riblet modified Dolph’s method to obtain an optimal design for both cases, d < A/2
and d > A/2, but only for an odd number of array elements, N = 2M + 1.

It follows from Eq. (20.7.4) that if N is odd, the array factor W (¢) can be expressed
either as a polynomial in the variable cos (¢//2) or as a polynomial in the variable cos .

Dolph’s original definition of Eq. (20.9.2) used a Chebyshev polynomial T2 (x) of
order 2M = N — 1 in the variable X = X cos(y//2). Riblet used instead a Chebyshev
polynomial Ty (y) of order M in the new variable y = A cos  + B, where the constants
A, B are to be determined from the desired spacing d and sidelobe attenuation R. The
array factor is defined as:

W(p)=Tmy(y), y=Acosy +B | (Riblet’s modification) (20.9.9)

The mainlobe peak of height R, at ¢p = 90° (or = 0) will correspond to a value y
such that:

Ry = Ty (yo) = cosh(M acosh(yy)) ‘ (20.9.10)

which may be solved for yj:

acosh(Ry) )

M (20.9.11)

Yo = cosh (
We note that yj is related to xo of Eq. (20.9.3) by yo = 2x3 — 1. This follows from the
general property of Chebyshev polynomials that:

y=2x>-1 = Toy(x)=Tyn () (20.9.12)

Indeed, setting x = cos@ and y = cos(20)= 2cos*0 — 1 = 2x*> — 1, we have
0 = acos(x) and 20 = acos(y), and therefore:

Tom (x) = cos((2M) 0) = cos(M (20)) = Tx ()

As the azimuthal angle ¢ varies over 0° < ¢ < 180° and the wavenumber  over
the visible region —kd < ¢ < kd, the quantity ¢ = cos (¢ will vary from ¢ = cos (kd) at
¢ =0°toc=1at ¢ =90° and then back to ¢ = cos(kd) at ¢ = 180°.

If A/2 <d < A, then 1t < kd < 21 and ¢ = kd cos ¢ will pass through the value
= 1T before it reaches the value ¢y = kd. It follows that the quantity ¢ will go through

c = —1 before it reaches ¢ = cos(kd). Thus, in this case the widest range of variation
ofc=cosyis—-1<c<l.
On the other hand, if d < A/2, then kd < 1T and ¢ never reaches the value ¢ = —1.

Its minimum value is ¢ = cos(kd), and the range of c is [cos(kd),1]. To summarize,
the range of variation of ¢ will be the interval [cg, 1], where

o i -1, ifd=>=A/2 (20.9.13)

cos(kd), ifd<A/2

Assuming A > 0, it follows that the range of variation of y = A cos (¢ + B will be the
interval [Aco + B, A + B]. The parameters A, B are fixed by requiring that this interval
coincide with the interval [—1, y(] so that the right end will correspond to the mainlobe
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peak, while the left end will ensure that we use the maximum size of the equi-ripple
interval of the Chebyshev variable y. Thus, we require the conditions:

Aco+B=-1
(20.9.14)
A+B= Yo
which may be solved for A, B:
_ 1+yo
B 1-c¢o
1 (20.9.15)
g _Lt»co
1-c¢o

For d = A/2, the method coincides with Dolph’s original method. In this case,

co = —1, and A, B become:

+1
A= yioz = x(z)
(20.9.16)

=x3-1
where we used yy = 2x(2) — 1, as discussed above. It follows that the y variable will be
related to the Dolph variable x = xo cos(y//2) by:

y=x3cosp +x35—1=x3(cosy +1)—1=2x3cos?(—) —1=2x*>-1

v
5)
and therefore, Eq. (20.9.12) implies that W (@)= Ty (y) = Tom (X).

Once the parameters A, B are determined, the window w(m) may be constructed
from the zeros of the Chebyshev polynomials. The M zeros of Ty () are:

M) Ci=1,2,....M

y,-:cos< %

The corresponding wavenumbers are found by inverting y; = A cos ¢; + B:

i— B .
t,u,-=acos<y1A ), i=1,2,....M
The 2M = N — 1 zeros of the z-transform of the array are the conjugate pairs:
{e/Vi e=¥i} | i=1,2,...,M

The symmetrized z-transform will be then:

W(z)=zMW(z)=2zM]]((z—-e¥)(z-eI¥))

=

l
—

The inverse z-transform of W (z) will be the desired array weights w(m). This
procedure is implemented by the MATLAB function do1ph2.m of Appendix I. We note
again that this definition differs from that of Eq. (20.9.9) by the scale factor AM /2.
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The function do1ph2 also returns the 3-dB width of the main lobe. The 3-dB fre-
quency 3 is computed from the half-power condition:

W(ps3)=Tu(ys3)=

Tu0o) _Ra oo (2cosh(Ra/v2)
NN ys M

Inverting y3 = A cos /3 + B, we obtain the 3-dB width in y-space:

Y3 —B
A

W3 = acos( ) s APsgp = 2W3 (20.9.17)

For the case d > A/2, the maximum element spacing given by Eq. (20.9.7) can also
be expressed in terms of the variable y, as follows:

_ 1 3-=Yo
Amax = A [1 e acos(i1 " )/o)} (20.9.18)
This follows from the condition Xpin = X oS (kdmax/2)= —1. The corresponding

value of y will be y = 2x2,, — 1 = 1. Using Eq. (20.9.16), this condition reads:

Yo+1
yzoi

-1 —
COS(kdmaX)+y02 3=Yo

=1 = cos(kdmax)=
( max 1 + yo
Because the function acos always returns a value in the range [0, 77], and we want a
value kdmax > 7T, we must invert the cosine as follows:

3_y0)
1+yo

kdmax = 270 — acos|(

which implies Eq. (20.9.18).

Example 20.9.5: The bottom two graphs of Fig. 20.9.2 show the array factor designed using
Dolph’s and Riblet’s methods for the case N = 9, R = 20 dB, and d = A/4. The Dolph
weights are the same as those given in Example 20.9.3. The Riblet weights computed by
dolph2 are:

w = [1, —3.4884, 7.8029, —11.7919, 13.6780, —11.7919, 7.8029, —3.4884, 1]

The corresponding array gains in dB are shown in Fig. 20.9.4. The 3-dB widths of the Dolph
and Riblet designs are A¢sqg = 25.01° and A¢zqp = 17.64°. ]

Next, we discuss steered arrays [1094]. We assume a steering angle 0° < ¢ <
180°. The endfire case ¢pg = 0°,180° will be treated separately [1095]. The steered
wavenumber will be:

Y =y — Yo = kd(cos P — cos pg) (20.9.19)

where o = kd cos ¢pg. The corresponding array weights and array factor will be:

a(m) = e mMboywm), -M<m=<M
(20.9.20)
AW) =W —-wo)=WW)=Tu®"), Yy =Acosy +B
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Dolph design Riblet design
90° 90°

-90° -90°

Fig. 20.9.4 Dolph and Riblet designs of Chebyshev array with N =9, R =20 dB,d = A/4.

where we assumed that N is odd, N = 2M + 1. The visible region becomes now:
kd(1 —|cosgol) <@’ <kd(1+|cosgol)

In order to avoid grating lobes, the element spacing must be less than the maximum:

A

dy= ————
0 1+ | cos ¢yl

(20.9.21)

which satisfies kdg (1 + | cos ¢pg|) = 271.

The Chebyshev design method is carried out in the same way, except instead of using
the half-wavelength spacing A/2 as the dividing line between the Riblet and the Dolph
methods, we must use dy/2. Thus, the variable ¢ = cos (' = cos(y — (¢) will vary in
the interval [cg, 1], where Eq. (20.9.13) is now replaced by

(-, ifd>dy/2
co cos(kd(1 + | cos o)), ifd<do/2

Replacing 1 + | cos ¢pg| = A/dy, we can rewrite this as follows:

-1, ifd>dy/2
2Ty it d < dy/2

do

o= (20.9.22)

cos (

The solutions for A, B will still be given by Eq. (20.9.15) with this new value for cy.
Note that when d < d(/2 the quantities A, B, and hence the array weights w(m), will
depend on ¢y. Therefore, the weights must be redesigned for each new value of ¢y,
instead of simply steering the broadside weights [1094].

When d > dy/2, we have ¢y = —1 and the weights w(m) become independent of
¢o. In this case, the steered weights are obtained by steering the broadside weights.

Example 20.9.6: Fig. 20.9.5 shows the gain of an array steered towards ¢ = 60°, with N = 9,
R = 20 dB, and element spacing d = A/4.
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The grating lobe spacing is dyp = A/ (1 + cos(60°))= 2A/3, and the dividing line between
Dolph and Riblet designs will be dy/2 = A/3. The second graph shows the gain of a
broadside array, which is steered towards 60°. It demonstrates that the plain steering of
a broadside design will not work for d < dy/2. The array weights were computed by the
MATLAB commands:

al = dolph2(1/4, 60, 9, 20); % steered array
w = dolph2(1/4, 90, 9, 20); % broadside array
a2 = steer(1/4, w, 60); % steered broadside array

The 3-dB width was A¢s3qp = 26.66°. It was obtained using Eq. (20.9.17) and the approx-
imation Eq. (20.7.6). The first graph also shows the 3-dB gain circle intersecting the rays
at the 3-dB angles ¢¢ = A¢psgp/2, that is, at 46.67° and 73.33°. We note also that the
broadside weights w were given in Example 20.9.5. m]

Steered broadside
90°

Steered design

-90°

Fig. 20.9.5 Nine-element array with d = A/4 steered towards 60°.

Endfire Dolph-Chebyshev arrays require special treatment. DuHamel has shown how
to modify Riblet’s design for this purpose [1095]. The key idea is not to use a steering
angle ¢ = 0° or ¢pg = 180°, but rather to make ¢g, and the corresponding steering
phase o = kd cos ¢y, a free design parameter.

The steered wavenumber will still be ¢’ = kd cos ¢ — kd cos pg = kd cosp — g
and the array factor and array weights will still be given by Eq. (20.9.20).

The three parameters {A, B, ¢/} are determined by the following conditions. For a
forward endfire array (with mainlobe peak towards ¢ = 0°,) we require that y’ = y, at
¢ =0, or, at ¢’ = kd — . Moreover, we require that the two endpoints ' = —1 and
y" =1 of the equi-ripple range of the Chebyshev polynomial are reached at ¢’ = 0 and
at ¢ = 180°, or, ' = —kd — . These three conditions can be stated as follows:

Acos(kd — @o)+B =y

A+B=-1 (20.9.23)
Acos(kd + @y)+B =1
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For a backward endfire array (with mainlobe towards ¢ = 180°,) we must replace
Yo by —y. The solution of Egs. (20.9.23) is:

Yo + 3+ 2cos(kd)y2(yo + 1)
A=- 2
2 sin® (kd)
B=-1-A (20.9.24)
— i L)
Wo = iasm(ZA sin (kd)

where in the solution for (, the plus (minus) sign is chosen for the forward (backward)
endfire array. Bidirectional endfire arrays can also be designed. In that case, we set
Yo = 0 and only require the first two conditions in (20.9.23), which become

Acos(kd)+B =y

(20.9.25)
A+B=-1
with solution:
___ Yo+l
A= 1 — cos(kd)
(20.9.26)
_ Yo + cos(kd)
" 1-—cos(kd)

In all three of the above endfire designs, we must assume d < A/2 in order to avoid
grating lobes. The MATLAB function do1ph3.m of Appendix I implements all three cases.

Example 20.9.7: Fig. 20.9.6 shows three endfire designs for a nine-element array with quarter-
wavelength spacing d = A/4, and sidelobe level of R = 20 dB. The array weights and 3-dB
widths were computed as follows:

[al, dphl] = dolph3(1, 1/4, 9, 20);
[a2, dph2] = dolph3(-1, 1/4, 9, 20);
[a3, dph3] = dolph3(2, 1/4, 9, 20);

% forward endfire
% backward endfire
% bidirectional endfire

The first argument of do1ph3 takes on one of the three values {1, —1,2}, for forward,
backward, and bidirectional designs. In the forward and backward cases, the array weights
are already scanned by the effective scanning phase +,. The calculated array weights
are in the three cases:

weights forward backward bidirectional
ao 18.3655 18.3655 20.4676
a, =a*, —15.8051 — 1.0822j —15.8051 + 1.0822j —17.5583
a, = a*, 9.8866 + 1.3603j 9.8866 — 1.3603) 10.8723
as = a*, —4.1837 - 0.8703) —4.1837 + 0.8703) —-4.5116
as = a*, 0.9628 + 0.2701j 0.9628 — 0.2701j 1.0000

Because the backward case is obtained by the replacement o — —y, its weights will be
the conjugates of those of the forward case.

The 3-dB widths are in the three cases: A¢sqp = 22.85°,22.85°,22.09°. The graphs also
show the 3-dB gain circles intersecting the gains at the 3-dB angles. m]
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Forward Backward Bidirectional
90° 90° 020°

Fig. 20.9.6 Forward, backward, and bidirectional endfire designs.

20.10 Taylor One-Parameter Source

In Sec. 20.4, we used the Kaiser window to design a sector array pattern. That de-
sign problem was equivalent to designing an FIR lowpass digital filter using the window
method. Here, we use the Kaiser window to design a narrow beam array—a problem
equivalent to the spectral analysis of windowed sinusoids [48,49,1114].

The broadside array weights are equal to the window coefficients a(m)= w(m),
defined up to an overall normalization constant by:

w(m):I()(O( 1—m2/M2> (20.10.1)

where m = +1,+2,...,+M,orm = 0,+1,+2,..., =M, for even or odd number of array
elements, N = 2M or N = 2M + 1.

This window is based on Taylor’s one-parameter continuous line source [1109], and
is obtained by setting x,,, = md with d = 1/ (2M) in Eq. (20.6.20), so that 2x,,/l = m/M,

I(Xm)=Io (ﬂBm) =1Io (nBW)

Thus, we note that the Kaiser window shape parameter « is related to Taylor’s pa-
rameter B by «« = 11B. The parameter B or & control the sidelobe level. The continuous
line pattern of (20.6.20),

sinh (Tr B2 — uz) sin (7T u? fBZ)
F(u)= = (20.10.2)
VB2 — u? TVJu? — B2
has a first null at uy = VB2 + 1, and therefore, the first sidelobe will occur for u > uo.
For this range, we must use the sinc-form of F(u) and to find the maximum sidelobe
level, we must find the maximum of the sinc function (for argument other than zero).
This can be determined, for example, by the MATLAB command:t

x0=fminbnd(’sinc(x)’, 1,2, optimset(’TolX’,eps)); r0 = abs(sinc(x0));

TMATLAB’s sinc function is defined as sinc (x) = sin 7Tx/TTx.
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which yields the values:
Xo = 1.4302966532
|'sinc(xg) | = 0.2172336282 (20.10.3)

ro
Ry = —20log; (ro) = 13.2614588840 dB

The sidelobe level R, (in absolute units) is defined as the ratio of the patternatu = 0
to the maximum sidelobe level r, that is,
1 sinh (1TB)

R, = —_— (20.10.4)
ro B

and in dB, R = 20log;, (Rqa),

(20.10.5)

R = Ro + 20log;, (M)

B
To avoid having to solve (20.10.4) for B for a given R, Kaiser and Schafer [1114]

have developed an empirical formula in terms of the sidelobe level R in dB, which is
valid across the range 13 < R < 120 dB:

0, R <13.26
B =4 0.76609(R — 13.26)%44+0.09834 (R — 13.26), 13.26 <R <60  (20.10.6)
0.12438(R + 6.3), 60 <R <120

For R < 13.26, w(m) becomes the rectangular window. The broadening factor b,
and the 3-dB width in /-space can also be expressed in terms of the dB sidelobe level
R by the following empirical formula valid for 20 < R < 100 dB:

b =0.01330R + 0.9761, Asap = 0.886 % (20.10.7)

The 3-dB width in angle space, A¢sqz, is then calculated from Eq. (20.7.6). The 3-dB
beam width may be more accurately calculated by finding it in u-space, say Au, and
then transforming it to (-space using Eq. (20.6.15), A@sqs = 2mAu/N. The width Au
is given by Au = 2u3, where u3 is the solution of the half-power condition:

sinh (TFVB u3) 1 sinh(mB)

1 2
|F(us)|* = Z|F(0)]* = /- (20.10.8)
2 T /BZ _ llé \/E B
For small values of B, the right-hand side becomes less than one, and we must switch
the left-hand side to its sinc form. This happens when B < B, where

1 sinh(1TB;)
— =1 B. = 0.4747380492 20.10.9
/2 B, = c ( )

which, through (20.10.5), corresponds to a sidelobe attenuation of R, = 16.27 dB. Rather
than using the above empirical formulas, Egs. (20.10.4) and (20.10.8) may be solved
numerically in MATLAB. The function taylorbw implements the solution, returning the
values of B and Au, for any vector of sidelobe attenuations R:

20.10. Taylor One-Parameter Source 841

[B,Du] = taylorbw(R); % Taylor parameter B and beamwidth Au

It is built on the functions sinhc and asinhc for computing the hyperbolic sinc
function and its inverse:

% hyperbolic sinc function, sinhc(x) = sinh (1T x) /7T X

y = sinhc(x);

x = asinhc(y); % inverse function, finds the x that satisfies sinhc(x) = y

For small x, the equation y = sinh(x)/x is solved for x by using the Taylor series
expansion y = sinh(x)x =~ 1 + x2/6 + x*/120; for larger x, it is solved by the iteration
sinh(x,) /xp—1 =y, or, X, = asinh(yx,-1),forn =1,2,....

Once the B-parameter is determined, the array weights w (m) can be computed from
(20.10.1) using the built-in function bessel1i, and then steered towards an angle ¢q
using Eq. (20.7.1). In this case, to avoid grating lobes, the element spacing must be less
than the maximum:

A

dy= ——
0 1+ | cos ¢ol

(20.10.10)

As discussed in Sec. 20.9, in order for the visible region is (/-space to cover at least
one Nyquist period, the element spacing d must be in the range:

% <d<dy (20.10.11)

The MATLAB function taylorlp of Appendix I implements this design procedure
and invokes the function taylorbw. The outputs of the function are the steered array
weights and the 3-dB width. It has usage:

[a, dph] = taylorlp(d, phO, N, R); % Taylor 1-parameter line source

Example 20.10.1: Fig. 20.10.1 depicts the gain of a 14- and a 15-element Taylor-Kaiser array
with half-wavelength spacing d = A/2, steered towards ¢¢ = 60°. The sidelobe level was
R = 20 dB. The array weights were obtained by:

[al, dphl] = taylorlp(0.5, 60, 14, 20);
[a2, dph2] = taylorlp(0.5, 60, 15, 20);

The graphs in Fig. 20.10.1 can be produced by the following commands:

[gl,phl] = gainld(0.5, al, 720); % compute normalized gain at 720 angles
dbz(phl,gl); % make azimuthal plot of the gain
addcirc(3); % add 3-dB circle
addray(60-dphl/2); addray(60+dphl/2); % add rays at 3-dB angles

The array weights are already steered towards 60°. The designed unsteered weights were
in the two cases:

wi = [1.0000, 1.3903, 1.7762, 2.1339, 2.4401, 2.6749, 2.8224,
2.8224, 2.6749, 2.4401, 2.1339, 1.7762, 1.3903, 1.0000]

w, = [1.0000, 1.3903, 1.7762, 2.1339, 2.4401, 2.6749, 2.8224, 2.8728
2.8224, 2.6749, 2.4401, 2.1339, 1.7762, 1.3903, 1.0000]
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The corresponding 3-dB widths were A¢sqp = 9.68° and A¢zqp = 9.03°, with the second
being slightly narrower because the array is slightly longer. The graphs show how the rays
at the two 3-dB angles intersect the 3-dB gain circles. The maximum and minimum array
spacings are from (20.10.10): dg = 2A/3 and dy/2 = A/3. m]

e / '
Q \
-20 -10

)
'

Fig. 20.10.1 Taylor-Kaiser arrays with N = 14 and N = 15, and d = A/2.

Example 20.10.2: Fig. 20.10.2 depicts the gain of a 31-element endfire array with spacing d =
A/4 and sidelobe level R = 20 dB, steered towards the forward direction, ¢y = 0°, and the
backward one, ¢ = 180°.

The maximum and minimum array spacings, calculated from Eq. (20.10.10) for ¢o = 0°
and ¢ = 180°, are dy = A/2 and dy/2 = A/4. We have chosend = d,/2 = A/4.

The 3-dB widths are in both cases A¢sgqp = 43.12°. The graphs also show the 3-dB circle
intersecting the 3-dB angle rays. m]

Forward Backward

Fig. 20.10.2 Taylor-Kaiser endfire arrays with N = 31 and d = A/4.

The design method of the section was based on sampling the current distribution
directly, as in Eq. (20.10.1), rather than using the procedure of mapping the pattern
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zeros as outlined in Egs. (20.6.15)-(20.6.17). A variation of the design method array that
uses the latter procedure is discussed in Problem 20.1.

20.11 Prolate Array

Kaiser has noted [1113,1114] that the Kaiser window function (20.10.1) is an excellent
approximation to the Oth order discrete prolate spheroidal sequence that maximizes the
energy concentration in a given frequency interval [1116-1125].

Using the prolate sequence as a window for array design provides a slight improve-
ment over the Taylor-Kaiser case in the sense of having a slightly narrower beamwidth
while meeting the sidelobe specification more precisely. The prolate array can be de-
signed very quickly using the inverse power iteration.

Given an N-dimensional array a = [dg, d1,...,dy-1]7 with array pattern A (y),
the discrete prolate spheroidal performance index which measures the concentration of
energy within the wavenumber interval [— ., Y] is defined by:

ijw A(p)12d
_7_ 21T —Ye (IJ (IJ

= = (20.11.1)
L 2
= jﬁnm(w dy

The integration range in the denominator may be changed to be the visible region
[—kd, kd] if so desired [1118], but the design technique remains essentially the same.
Inserting the array pattern,

N-1
A)= D> apen (20.11.2)
n=0
into (20.11.1), we may express the performance index J as a Rayleigh quotient involving
the so-called prolate matrix [1117,1125]:

tA
g=242 (20.11.3)
ata

where the dagger denotes the Hermitian conjugate and the prolate matrix is defined by
its matrix elements:

sin(c(n—-m)) sin(2mW(n-m))
mn-m) w(n—m)

Apm = , nnm=0,1,...,N—1 (20.11.4)
where we set . = 2tW for later convenience. This matrix is the convolution matrix
arising from the impulse response of the ideal lowpass filter with cutoff (..

The problem of maximum energy concentration is to find that finite sequence a that
maximizes the performance index /7. This problem has been studied extensively both for
discrete and continuous time sequences, see [1119] for a nice review. The maximization
of the Rayleigh quotient is realized by the maximum eigenvector of the prolate matrix
A, that is, the eigenvector belonging to the maximum eigenvalue, say, Ag:

Aa=Apa (20.11.5)



844 20. Array Design Methods

The prolate matrix is notoriously ill-conditioned having approximately 2NW eigen-
values that are very near one, and the remaining eigenvalues decreasing rapidly to zero.
The following table lists the eigenvalues in decreasing order for the case N = 21 and
W = 0.2, so that 2NW = 8.4, its condition number being, cond (A) = 5.1063x10'6:

i Aj i Aj

0 | 0.99999999998517786000 11 | 0.00131552671490021500
1 | 0.99999999795514627000 12 | 0.00007986915605618046
2 1 0.99999987170540139000 13 | 0.00000365494381482577
3 1 0.99999517388508363000 14 | 0.00000012731149204486
4 10.99987947149714795000 15 | 0.00000000336154097643
5 1 0.99792457099956200000 16 | 0.00000000006621668668
6 | 0.97588122145542644000 17 | 0.00000000000094327944
7 | 0.83446090480119717000 18 | 0.00000000000000920186
8 | 0.45591142240913063000 19 | 0.00000000000000004034
9 | 0.11887181858959120000 20 | 0.00000000000000001958
10 | 0.01567636516215985600

These were generated by the following MATLAB code:

N =21; W=0.2;
n = 0:N-1; f = 2*W*sinc(2*W*n);
A = toeplitz(f,f);

Tambda = svd(A);

The eigenvectors of the prolate matrix are referred to as the discrete prolate spheroidal
sequences (DPSS), and the first 2NW of them are relevant in multitaper methods of spec-
tral analysis [1124] .

For the array problem, we are interested only in the maximum eigenvector. A simple
way to compute it is by the power iteration, that is, a, = Aa,-; = A"ag. However,
because the corresponding eigenvalue A and the next highest one are so close to unity,
the iteration will be very slow converging.

A more efficient approach is to apply the inverse power iteration on the matrix
Q =1— A, thatis, an;; = Q 'a, = Q "ay. This iteration converges to the minimum
eigenvector of Q, which is the same as the maximum eigenvector of A. The minimum
eigenvalue of Q is 1 — Ag, which is very small and its inverse (1 — Ag) ! very large,
causing the iteration to converge very fast.

For the array problem one needs to know the relationship of the bandwidth parame-
ter W to the desired sidelobe level R and the array length N. Because the Taylor-Kaiser
window is a good approximation to the maximum eigenvector, one expects to have a
relationship among the parameters W, B, N, R. As pointed out by Kaiser and Walden
[1113,1121], this relationship is approximately W = B/N.

We have improved this relationship slightly by using the results of [1125] to arrive
at the following empirical formula, which works well over the range 14 < R < 120 dB:

_ 0.95B +0.14

v N

(20.11.6)

This leads to the following design procedure. Given N and R, we calculate B using
the function taylorbw, described in Sec. 20.10, then calculate W from (20.11.6), and
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construct the prolate matrix A, and Q = I — A, then, apply the inverse power iteration
initialized with the unit vector ag = [1,0,0,...,0]7:

a=[1,0,0,...,0]T
forn=1,2,..., Niter,
a=Q'a

The algorithm is insensitive to the choice of the initial vector ay and converges ex-
tremely fast, requiring about 1-3 iterations (we use 3 by default).

We determine the 3-dB width by simply equating it to that of the Taylor array, that
is, Ay = 2mmAu/N, where Au is also obtained from the function taylorbw. Even so, the
prolate array’s mainlobe, as a whole, is slightly narrower than that of the Taylor array.
The MATLAB function prol implements the above procedure:

[a, dph] = prol(d,phO,N,R);

% prolate array
The function prolmat constructs the prolate matrix for given N, W:

A = prolmat(N,W); % prolate matrix

Fig. 20.11.1 shows a design example with N = 21 and R = 30. The left graph
plots the array patterns |A ()| for the prolate and Taylor designs at broadside. The
right graph shows the same prolate array steered towards 60°. The 3-dB width is also
indicated on the figure. We note that the Taylor array has a slightly wider mainlobe and
slightly lower sidelobes, whereas the prolate design meets the sidelobe specification
exactly. The graphs were computed by the following MATLAB code:

d=0.5; N=21; R = 30; ph0 = 90;

[at,Dt]
[ap,Dp]

taylorlp(d,phO,N,R);
prol1(d,ph0,N,R);

% Taylor design
% Prolate design

f = Tinspace(-1,1,1001); psi = pi*f; % normalized wavenumber

At = 20*1ogl0(abs(dtft(at,-psi))); At = At-max(At); % compute pattern
Ap = 20*10gl0(abs(dtft(ap,-psi))); Ap = Ap-max(Ap);
figure; plot(f,Ap, '-’, f,At,’--");

ap = steer(d,ap,60);
[gp,phi] = gainld(d,ap,720);

% redesign steered towards 60°
% normalized gain

figure; dbz(phi,gp);

Fig. 20.11.2 compares the corresponding array weights of the prolate and Taylor
designs for the cases N = 21 and N = 41, and R = 30 dB.

20.12 Taylor Line Source
Taylor’s ideal line source pattern [1110], given in Eq. (20.6.21), has a mainlobe when

|lu| < A and equiripple sidelobes when |u| > A. The equiripple behavior arises from
the fact that the pattern switches to its cosine form when |u| > A, as shown below:
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N =21, R=30dB

60°
—Prolate|
- - -Taylor

30°

-30 :-20 -10
dB

-30

lA(y)| in dB

~30°

o
] 0 . —60'
v in units of © -90°

Fig. 20.11.1 Prolate array design.

N=21, R=30dB N=41, R=30dB

— Prolate
- - -Taylor

— Prolate
N\ L=~ -Taylor

Fig. 20.11.2 Comparison of prolate and Taylor array weights.

cosh(rr Az—uz) , if lul<A
F(u)= (20.12.1)
cos (17 u? 7A2) , if lul= A

ST 5A A A0A 3 54 -
The sidelobe level (in absolute units) is the ratio of the mainlobe peak height |F(0)| =
cosh(7rA) to the sidelobe height, which is unity:

1
R, =cosh(mmA) = A= Eacosh(Ra) (20.12.2)

The pattern F (1) may be thought of as a limiting form of the Chebyshev array when
the number N of array elements becomes large [1098]. To see this, we consider the
Chebyshev polynomial Ty (x)= cosh(NE), where x = cosh&. In the limit of large N
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and small &, with the product N& kept constant, we can use the approximation
Xx=coshE=~1+ %52 > E£=.2x—-2 = Tn(x)=cosh (N\/m) (20.12.3)
For an N-element array, the Chebyshev pattern is defined by Egs. (20.9.2) and (20.9.3):
A(p)=Tn-1 (Xo cos %) , Rg=Tn-1(Xx0) (20.12.4)
Recalling that ¢y = 27tu/N, it follows that ¢ will be small in the limit of large N and

fixed u, thus, we may apply the approximation cos(/2)= 1 — 2/8. Then, using the
Chebyshev approximation (20.12.3), we have:

A(p) = _ v _ = — ,(’Uiz —
) ~cosh| (N —-1) 2X0C0$2 2| =cosh| (N—-1) [2xp| 1 3 2

2
= cosh (\/(N— 1)2(2x9 — 2) — (W) )

We also have R; = Tn-1 (Xo) = cosh ((N — 1)/2xo — 2). Comparing with (20.12.2),
we may identify TA = (N — 1)+/2Xo — 2. We also note that in the large-N limit:

(N-1Dy _ (N-1)2mu
2 - 2N

It follows that the limiting form of A () is precisely the pattern (20.12.1).

Taylor introduced a modification of the ideal pattern so the first few sidelobes, say
the first n, are essentially equiripple at the given sidelobe level R, while the remaining
ones follow the sin 7tu/1Tu attenuation rate of the uniform array. The method essentially
preserves the mainlobe width and sidelobe level of the Chebyshev array, while allowing
the far sidelobes to decay faster.

The zeros of the sin ru/TTu pattern occur at the integers u, = tn, n = 1,2,..
whereas the zeros of the ideal pattern (20.12.1) occur at the locations:

VU2 —A2=(n—-0.5) = up=2JA2+ (n—-05)2, n=1,2,... (20.12.5)

Taylor defined a new pattern such that its zeros are:

=Tu

=

Il
—
N
=

|
—_

+0+/A2 + (n-0.5)2, forn
Uy = (20.12.6)

+n, for n

[\
=

The scale parameter o is selected to allow a smooth transition between the two sets
of zeros, that is, requiring the matching condition:

2 N — 2 =R = ;
o\JA2+ (1-05)2=n = o= T 05? (20.12.7)

The 3-dB width of the ideal pattern is obtained from the condition:

cosh (Tn/A2 - ug) = % cosh(mA) = Au=2u; (20.12.8)



848 20. Array Design Methods

The 3-dB width of the modified pattern is o times larger:

1 1
Au = 2u30 = 20'\/A2 - ﬁacosh2 <ﬁ cosh(rrA)) (20.12.9)
As discussed by Taylor [1110], the minimum acceptable value for 71 should be such
that 0o /0n < 0. This gives the constraint:

n=2A%+1 (20.12.10)

Egs. (20.12.6)-(20.12.10) define completely the properties of the modified pattern.
An N-element array approximating Taylor’s modified pattern can be designed by the
procedure outlined in Egs. (20.6.16) and (20.6.17), that is, selecting the first N — 1 zeros
of the continuous pattern as the zeros of the discrete pattern.

In particular, given the parameters N, R, i1, we calculate A from (20.12.2) and o from
(20.12.7), and define the N — 1 conjugate zeros:

OvJAZ + (n-0.5)2, forl<n=<=n-1
Up,=1n, fori<n<N-n (20.12.11)
—0JA2+ (N-n-0.5)2, fo-r N-n+l1l<n<N-1

Then, we define the array’s zeros in -space and z-domain:

_ 2Tuy

n N Zn=e¥" n=12,...,N-1 (20.12.12)

and convolve them to get the array pattern polynomial:

N-1
Aiz)=[](z-2zn) (20.12.13)

n=1

The first and last 7 — 1 zeros are conjugate pairs by construction; the middle ones
come in conjugate pairs because for each n in the range 7 < n < N —n, the integer N —n
is also in the same range and has a conjugated zero: zy_, = e/2TIN-M/N — o=j2mn/N _
z%. An exception is in the case when N is even, for which n = N/2 corresponds to a
real zero.

The 3-dB width of the array is calculated from Ay = 21rAu/N. This design method
is implemented by the MATLAB function taylornb with usage:

[a,dph] = taylornb(d,phO0,N,R,nbar); % Taylor’s n-bar line source array design

Fig. 20.12.1 shows two design examples. The left graph has N = 21, R = 30 dB, and
n = 5, while the right graph has N = 41, R = 40 dB, and i = 10. The required minimum
values for 7, calculated from (20.12.10), were n = 4.48 and nn = 6.69, respectively.

In order for the middle range of nsin (20.12.11) to be nontrivial, we must necessarily
have n < N/2, which combined with the restriction (20.12.10) implies a minimum value
for the array length:

N > 4A% +2 (20.12.14)
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N=21, R=30dB, =5 N=41, R=40dB, 7 =10
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Fig. 20.12.1 Taylor 7 line source array design.

The following table lists some representative values of the minimum N:

RdB|n| N RdB| n | N
15 (2] 4 50 9 |18
20 | 2] 5 55 | 11|22
25 | 3] 7 60 | 12|25
30 |4 | 8 65 |14 | 29
35 | 5|11 70 |16 | 33
40 | 6|13 75 |18 | 37
45 | 7|15 80 | 20 | 41

20.13 Villeneuve Arrays

Taylor’s i pattern was based on the ideal continuous line source distribution (20.12.1),
which was the limit of a Dolph-Chebyshev array. The design of an N-element array was
accomplished by the usual method of mapping N — 1 continuous-case zeros to the N —1
zeros of the array.

Villeneuve [1126] introduced an alternative design method whose starting point was
a true N-element Chebyshev array, instead of the ideal limiting form. The modified array
was designed by choosing its first (and last) 71 — 1 zeros to coincide with the (stretched)
zeros of the Chebyshev array, and the remaining zeros to coincide with zeros of an
N-element uniform array.

We recall from Sec. 20.9 that the N — 1 zeros of and N-element Chebyshev array are
constructed by:

2n-1)m

X .
= on — ol¥n
2(N _ 1) ) ) WH 2 acos (X ) y, Zn eJ (20131)

Xn = COS (
0

forn=1,2,...,N — 1, where x¢ is determined by Ty (xo) = R, and R, is the sidelobe
level in absolute units. Villeneuve modified the above zeros as follows:
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+0'2acos(x—"), for 1<n<n-1
Xo
21N _ _
Wn=1"N " for n<n<N-n (20.13.2)
XN—
—UZacos( Z "), for N—-na+1<n<N-1
0
where X, are given as in (20.13.1). By construction, we have Y-, = =@y, for1 <n <

fn — 1, which implies that the first and last i1 zeros are conjugate pairs.
The scale factor o is fixed by requiring a smooth transition between the two sets of
zeros at n = n, that is,

Xf[) _2mh

0‘2acos< (20.13.3)

Xo N

(2n — 1)1T>

, where Xz =COS< 2(N_1)

With z, = e/¥n, the array polynomial is then formed by

N-1
A2)=[](z-2zn)
n=1
The 3-dB width of the new design is taken to be ¢ times greater than that of the
Dolph-Chebyshev case. The MATLAB function ville implements this method:

[a,dph] = ville(d,phO,N,R,nbar); % Villeneuve array design

The method applied to the two examples of Fig. 20.12.1 produces virtually identical
graphs, and we do not repeat them here.

20.14 Multibeam Arrays

An array can form multiple narrow beams towards different directions. For example,
suppose it is desired to form three beams towards the steering angles ¢ 1, ¢», and ¢s.
The weights for such a multibeam array can be obtained by superimposing the weights
of a single broadside array, say w(m), steered towards the three angles. Defining the
corresponding scanning phases y/; = kd cos ¢y, i = 1,2, 3, we have:

a(m)= Are 7M™y (m) +Are ™2y (m) + Ase M3 w (m)

where m = 0, +1,+2,...,+M and we assumed an odd number of array elements N =
2M + 1. The complex amplitudes Ay, Ay, A3 represent the relative importance of the
three beams. The corresponding array factor becomes:

AW)= AW — Y1) +A W (Y — @2) +AsW (Y — Y3)

and will exhibit narrow peaks towards the three steering angles. More generally, we
can form L beams towards the angles ¢, i = 1,2,..., L by superimposing the steered
beams:

L
a(m)=> Aie™Viwm)|, m=0,£1,%2,...,=M (20.14.1)
i=1
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where ; = kdcos ¢y, i = 1,2,...,L. For an even number of array elements, N = 2M,
we replace Eq. (20.14.1) with:

L
a(xm)= > AWM 12D0iyw(m) |, m=1,2,....M (20.14.2)
i=1

For either even or odd N, the corresponding array factor will be the superposition:

L
A)= Z AW — ) (multi-beam array factor) (20.14.3)
i=1

The basic broadside array weights w(m) can be designed to achieve a desired side-
lobe level or beam width. As the broadside beam w(m) is steered away from 90°, the
beamwidths will broaden. To avoid grating lobes, the element spacing d must be less
the quantity dy (and greater than dy/2):

A

do =mind;, where di= ——
0= mmdi, Where di 1+ | cos ¢

=1,2,...,L

This minimum is realized at the beam angle closest to endfire. If the steering angles
are closer to each other than about one 3-dB beamwidth, the mainlobes will begin to
merge with each other reducing the resolvability of the individual beams. This behavior
is analogous to the problem of frequency resolution of multiple sinusoids.

The MATLAB function multbeam.m of Appendix I implements Egs. (20.14.1) and
(20.14.2). TIts inputs are the vector of broadside array weights w—which can be de-
signed beforehand using for example do1ph2 or taylorlp—and the beam angles and
amplitudes ¢;, A;.

Example 20.14.1: Fig. 20.14.1 shows the gains of two 21-element three-beam arrays with half-
wavelength spacing, and steered towards the three angles of 45°, 90°, and 120°. The
broadside array was designed as a Taylor-Kaiser array with sidelobe level of R = 20 and
R =30dB.

The relative amplitudes of the three beams were equal to unity. The MATLAB code used
to generate the right figure was:

w = taylorlp(0.5, 90, 21, 30); % unsteered weights

a = multbeam(0.5, w, [1,1,1], [45, 90, 120]); % equal-amplitude beams
[g, ph] = array(d, a, 400); % compute gain
dbz(ph, 9); % plot gain in dB
addray(45); addray(-45); % add + 45° grid rays

We note the broadening of the beam widths of the larger beam angles. The left array
has narrower mainlobes than the right one because its sidelobe attenuation is less. But, it
also exhibits more constructive interference between mainlobes causing somewhat smaller
sidelobe attenuations than the desired one of 20 dB. |

Equations (20.14.1) and (20.14.2) generalize the Woodward-Lawson frequency sam-
pling design equations (20.5.6) and (20.5.7) in the sense that the steering phases (/; can
be arbitrary and do not have to be the DFT frequencies.
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R=20dB R =30dB

90°

Fig. 20.14.1 Multi-beam arrays with R = 20 and R = 30 dB sidelobes.

However, if the (; are chosen to be the DFT frequencies given by Eq. (20.5.1) or
(20.5.5), and the broadside array is chosen to be a length-N uniform array, w(m)= 1,
then the inverse DFT expressions (20.5.6) and (20.5.7) can be thought of as defining
N beams—called the Woodward-Lawson-Butler beams—steered towards the DFT angles
¢i = acos(y;/kd), that is, towards

_ ﬂ>= (ﬂ)= (ﬁ) i _
bi acos(kd acos Nkd acos Nd) i=0,1,...,N—-1 (20.14.4)

The array weights will be given then by the inverse DFT:

a(m)= 1

z|

N-1
> Ay e dmei (20.14.5)
i=0

and the corresponding array factor by:

N-1
A(y)= ]l\[ DCAWIW (Y — ) (20.14.6)
i=0

where W ()= sin(Ny/2)/sin(y/2) is the array factor of the uniform window. The
DFT values are identified as the relative beam weights A; = A (y;) /N.

A single Butler beam, say the jth beam, can be turned on by choosing A; = §;;. By
successively turning on the Butler beams one by one, the array will act as a scanning
array. Fig. 20.14.2 depicts such a multi-beam array structure. The inverse DFT box
implements Eq. (20.14.5). The inputs are the “beams” A; and the outputs are the weights
a(m).

Somewhat before the advent of the FFT algorithm, Butler proposed a hardware re-
alization of the inverse DFT network, which was quickly recognized to be equivalent to
the FFT algorithm [1127,1128,1130-1133]. The DFT matrix realization of this network
is called the Blass matrix in the antenna array context [18,10].

Example 20.14.2: Fig. 20.14.3 shows the individual Butler beams turned on successively for
an eight-element array. Both the standard and alternative DFT frequency sets are shown.
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Fig. 20.14.2 Woodward-Lawson-Butler beam matrix network for N = 8.

There are eight beams in each graph. For the standard DFT set, the two endfire beams
count as one, that is, the i = 0 beam.

The sidelobes are at the 13-dB level because these are scanned versions of the uniform
array. The mainlobes intersect exactly half-way between the DFT frequencies ;, that is,
the ith beam intersects the neighboring ones at ¢ = @; + /N = 271 (i + 0.5) /N. These
intersection points are approximately 4 dB down (3.92 dB to be exact) from the main peaks.
The 4-dB gain circle intersects the gain curves at these points. ]

Standard DFT Beams

Alternative DFT Beams

Fig. 20.14.3 Woodward-Lawson-Butler beams for N = 8.

20.15 Problems

20.1 Computer Experiment—Taylor’s one-parameter/i array design. Taylor’s fn distribution of
Sec.20.12 can also be applied to Taylor’s one-parameter continuous distribution of Sec. 20.10.
First, show that the zeros of Eq. (20.10.2) occur at

u, =vB2+n2, n=1,2,...
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Then, choose 71 such that 7 < N/2 and define an N-element array by its N — 1 zeros:

oVB2 +n?, forl<n=<=n-1

u, =1n, forai<n<N-n (20.15.1)

-0yB2+ (N-n)2, for N-n+1<n<N-1

Fix the parameter o such that 0+/B2 + n? = fi. Then, define the array polynomial:

N-1
A2)=T](z-zn), wn:ZTVH”, Zn=0¥", n=1,2,...,N-1  (20.15.2)

n=1

Write a MATLAB function that implements this procedure, and takes as input the parameters
N, R, and outputs the array weights and 3-dB width.

Apply your function to the following example N = 21, R = 30 dB, n = 5, with half-
wavelength spacing d = A/2. You will notice that, like the prolate array, the mainlobe is
slightly narrower and the sidelobe level slightly better matched than the Taylor-Kaiser array.
On the same graph, plot the array patterns |A ()| in dB for the present design, the Taylor
Kaiser and the prolate arrays designed with the same specifications. Vary 7 to understand
its effect on the design.

20.2 Computer Experiment—Villeneuve array design. Redesign the examples shown in Fig. 20.12.1
using Villeneuve’s array design method and plot the array responses together with those of
that figure. Vary the parameters N, R, 1 and compare the range of similarity of the Villeneuve
versus the Taylor n method.



